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Introduction

This passion of our kind
For the process of finding out
Is a fact one can hardly doubt,
But I would rejoice in it more
If I knew more clearly what
We wanted the knowledge for...

- W.H. Auden, 1962

Like any story that is old enough, it was only a matter of time until the connection-
ism/symbolism debate was deemed fit for rebooting. However, this time, the perfor-
mance criticism seems wholly irrelevant, as these transformer-based Large Language
Models (LLMs) are capable of generating grammatical and seemingly relevant sen-
tences. Since these debates are complicated by the many potential points of disagree-
ment (e.g., the Whorfian question) that can pop up while discussing any specific topic
(e.g., conceptual structure), it is important to be clear that this paper by no means
aims at exhaustively reviewing all questions that LLMs have been argued to be rele-
vant to in the philosophy of language. While various positions on LLMs and learning
and meaning may sometimes cluster, they do not neatly separate into two stable
camps. Though I believe these models also fail to move the needle in debates in other
areas of developmental psycholinguistics, this paper will not discuss whether LLMs
strike down poverty of the stimulus arguments or whether they prove anyone wrong
or right (Kodner, Payne, & Heins, 2023; Katzir, 2023; Rawski & Baumont, 2023; Mil-
way, 2023) or whether their mechanisms are biologically plausible as connectionist
naming conventions have at times suggested (Yang & Wang, 2020). While these ques-
tions are relevant to word-learning researchers, they would greatly extend the length
of the present paper. Instead, this paper will focus on meaning and learning the
meanings of words because it is my focus and because most people were not excited
about GPT because it could produce grammatical sentences.! No, it is because GPT-
n’s outputs go beyond grammaticality to seem relevant and, as a result, seem “mean-
ingful” to users. This has led many to argue that such models exhibit some kind of
understanding (see Mitchell & Krakauer, 2023 for a review of such claims), and its
outputs are therefore meaningful much like ours. So, this paper will ask: how do
LLMs come to represent words, and what do they represent about them? Do humans
do things similarly, and therefore, could LLMs provide insight into how children
learn words? Have any long-standing problems truly been settled by LLMs? Often,
word learning researchers break things down into two broad questions: 1) how words
are paired with meanings, and 2) how those meanings are structured. The former is a
question of Cross-Situational Word Learning (CSWL), and the latter is one of concep-
tual content. I aim to argue that, in both cases, 1) LLMs do not present radically new
theoretical approaches as they 2) still seem to possess the same issues as those

! Impressive as this may be to us experts.
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previous, similar approaches when inspected closely and therefore 3) do not resolve
any long-known issues.

This paper will argue that these performance improvements, while very impressive,
are still data-dependent. Like their ancestors, LLMs struggle to generalize beyond the
datasets they are trained on. However, proving this has become much more challeng-
ing. This is not just because they are trained on immense amounts of data but also
because current LLMs are products sold by businesses that have deemed details about
training data proprietary to maintain a competitive advantage (e.g., see OpenAl,
2023a). Ultimately, this paper aims to caution developmental psycholinguists against
using extant LLMs, which are first and foremost products. This is especially true if
one lacks clear motivation and plans for interpretation (i.e., not just “to see what it
can do” and publish it). Importantly, this is to say that I am not cautioning against the
exploration of emerging modeling approaches and architectures (like transformers)
to see if they address any of of the problems reviewed in Too Holistic and Too Global
unless doing so requires paying the same costs to privacy, labor, and the climate that
are outlined in Too Costly.

Roadmap

I will begin by clarifying what is being critiqued and what is not, then introduce the
notion of compositionality and explain why it is still relevant today. Based on a range
of tasks with compositional systems (primarily math and language), LLMs still strug-
gle to generalize beyond their experience in a manner comparable to human beings
and this is to be expected given where they may fit into these debates. In the case of
semantics, I will first argue that LLMs as cognitive theories of language are too holistic
an approach to meaning (a Conceptual Role Theory (CRT) to semantics; Piantadosi &
Hill, 2022; Block, 1986; Block, 2016; Fodor & Lepore, 1992), and, in the case of early
CSWL, that they are too global an algorithm of CWSL (Stevens et al., 2017). In neither
case should any critique presented be read as suggesting that there is no space for
connectionist or interactive approaches in CWSL or semantics and that the answer to
such questions will necessarily be purely symbolic, modular, domain-specific innate,
etc. Instead, the primary goal of the critiques presented is to situate LLMs within long-
standing debates and note potential limitations associated with the approaches LLMs
have been likened to. This allows us to then ask whether LLMs have resolved any of
the existing issues of the approaches they have been likened to. In other words, if
LLMs instantiate (or are otherwise similar to) global CSWL models or CRTs, do they
resolve standing critiques that have been made of those approaches? Would LLMs do
well in the sorts of situations that these frameworks have historically struggled to ac-
commodate? As a consequence, the focus will be on explaining the critiques rather
than giving an exhaustive review of both early CSWL and compositionality, as suc-
cessfully reviewing both sides of both debates would require much more than a single
article. Suffice it to say there is much debate on both sides in the realm of how central
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compositionality is to language (see chapters in Calvo & Symons, 2014 for arguments
that compositionality is irrelevant to contemporary researchers) and how many word
learning mechanisms there are, how much they vary across individuals, tasks, devel-
opment, and so on (Roembke et al., 2023). The critical point is not that the critiqued
positions are uncontroversially wrong and some others are uncontroversially correct
- but rather that such controversies remain despite the development and success of
LLMs and are likely to remain.

The paper will also additionally spend some time on the issues LLMs pose to interpre-
tation (Practical Meta-Theoretical Concerns), which further limit their potential to
resolve any existing controversial debates straightforwardly. That is what has re-
mained the same, but what has changed is the social and legal context surrounding
the production of these models. To that end, the paper will end with a brief but critical
discussion of how these models are produced and governed solely by an industry that
operates with little oversight. This section will discuss the consequences of the fact
that their development and continued maintenance require immense amounts of in-
frastructure that is mainly made invisible to end-users (Birhane, 2020; McQuillan,
2022). Bringing all of that together, I plan on arguing that Large Language Models
(LLMs) are too much: Too global, too holistic, and yet still not systematic enough
(Fodor & Pylyshyn, 1988; Fodor & Lepore, 1992), and as such they fail to settle any
long-standing debates decisively. I will finish by arguing that the current social con-
text should make us think twice about integrating these models into how we do sci-
ence and that the costs of using these models should be seriously considered before
employing.

How LLMs M Ls

LLMs are not justlarge; they are also (at least so far) transformer-based architectures.
The attention mechanism which transformers implement introduced two primary ad-
vantages over previous approaches (e.g., RNN, LSTM models): 1) transformers can
conduct some computations in parallel, and 2) they have a better “memory.” Their
increased efficiency due to (1) allows these models to be trained on larger datasets
more quickly. As for (2), this is because transformers are not as limited as prior mod-
els have been in their ability to access previous states of the model (e.g., facts about
the state of parameters x sentences ago). Both (1) and (2) are thanks to features of the
attention mechanism. Before discussing attention, however, it is important to note
that transformer-based architectures also inherit familiar features from past connec-
tionist approaches. Weights are still randomly set at the start of training (though now,
there are additional weights since there are more components). LLMs still tokenize
words into subword tokens to approach something more like a morphemic
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representation (e.g., birdhouse > bird, house?). They even regularly include multi-layer
perceptrons (Radford et al., 2019; Vaswani et al., 2017; Brown et al., 2020; Linzen &
Baroni, 2021).

The primary difference from previous models is therefore the presence of a decoder
or encoder, which implements similar but distinct attention mechanisms. At its most
basic, attention allows a model to consider a string (“The rats the cat chased hate
themselves.”) and for each word (rats), identify the other words that are likely related
(The, hate, themselves) without being as heavily biased by recency (e.g., by being biased
towards cat in guessing the number agreement for hate simply because it came later
than rat; Galassi et al., 2021). Attention allows for the model to track more information
about each token than previous approaches and pass this more detailed information
onto other layers (e.g., to a feedforward neural network). Most transformer-based
models employ layers of various attention “heads.” As a consequence of these fea-
tures of transformers, aspects of training® have also changed. Unlike previous mod-
els, which were solely tasked with “predicting the next word,” some transformer-
based architectures could be more aptly said to “predict the missing word.” Because
these models use positional encoding, “predicting the missing word” allows them to
use more than just the preceding tokens in translating a text. This is accomplished by
randomly masking a certain percentage of words and asking the model to guess the
missing word using context “from the future” (e.g., “the best lack all conviction”
might become “the MASK lack all conviction” rather than guessing what would come
after the). Some transformer-based models, especially those tasked with machine
translation, employ attention in two kinds of layers: an encoder and a decoder. How-
ever, encoder-decoder models require more computation (you have to train an en-
coder) and more annotated data (paired sentences in source vs. target language).
While the ability to conduct masked training is a clear benefit from an engineering
perspective, itis not clear whether this is a motivated model of human language learn-
ing (i.e., accurate to the time course of early cross-situational word learning). But,
more practically for this paper, many of the widespread LLMs today do not use de-
coder-encoder architectures, often opting for just a decoder (Fu et al., 2023). In the
case of decoders, “future” information (that is, words one has not yet encountered) is
negatively weighted, so it does not meaningfully affect the output. As such, whether
a model can be said to “predict the next word” or “to predict the missing word(s)”
depends on the model and cannot be generalized to a claim about how all LLMs are
trained.

*The following conventions will be adopted: italics will be used for mentions of words, caps lock will
be used as a shorthand for concepts (meanings), such that I would say pink means PINK. Double quotes
will be used for sentences, whether spoken by another or not. Furthermore, examples will always use
English words for ease of reading, even though LLMs operate at a subword level.

*Training will be used interchangeably with pre-training when discussing LLMs, except for in particular
cases where questions about continued training arise (e.g., in Too Costly when considering environ-
ment costs).
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As the success of LLMs is often credited to the development of transformers and the
attention mechanism, a critique of current LLMs may, therefore, also seem to be a
critique of transformers, but that is not the goal of the present paper. Transformers,
like n-grams or Bayesian approaches, may be an interesting and useful addition to the
modeler’s toolkit when investigating particular questions. Based on features shared
by things currently called LLMs, as well as the ethical questions discussed, I will cau-
tiously suggest that the present critique primarily applies to 1) transformer-based ar-
chitectures 2) with an immense number of parameters that are 3) trained on an im-
mense amount of data, and that likely 4) have no specialized subsystems which bake
in rules.* While it is possible that the issues LLMs face are or may become relevant to
other models that do not perfectly satisfy those conditions (e.g., hybrid approaches,
yet-to-come approaches that are not transformer-based but meet 2-4), that will re-
quire more specific details about the model in question.®

Too Holistic

We are already® a bit into GPT-4 (Achiam et al., 2023), and like any good reboot, the
stakes have increased. The audience demands that much more than just the local
hamlet is in danger, and so the claim is that we are seeing “sparks of artificial general
intelligence” (Bubeck et al., 2023). The new model can seemingly write code and, per-
haps most shockingly, is capable of Theory of Mind. Now, of course, there are some
practical caveats we should attend to: descriptions of theory of mind tasks and others
are very likely present in its training set (in code, Narayanan & Kapoor, 2023; and in
logic, Liu et al., 2023), passing any task is not proof of some capacity without auxiliary
assumptions (Guest & Martin, 2022), greater care should be taken in applying “rich”
psychological terms to AI (Shevlin & Halina, 2019), and so on. However, momentarily
running with the claim that GPT-4 may be able to reason about minds, it is bewilder-
ing in light of all these social and general task-based competencies that it struggles so
much with mathematical and logical reasoning (related issues hold for earlier

*This is because, for example, GPT-4 performing well with arithmetic prompts when given access to
the Wolfram Alpha plugin likely says less about GPT-4 than Wolfram Alpha, and at the very least com-
plicates the question of which to credit.

°T ask that the reader keep in mind that LLM is a marketing term referring primarily to size rather than
a term with clearly defined formal or cognitive commitments (Portelance & Jasbi, 2023). Most current
LLMs are mostly transformer-based, but that does not guarantee this word will always be used to de-
scribe only transformer-based models. It does not even guarantee that future transformer-based mod-
els in this vein are guaranteed to be called LLMs, for example, if the term were to become skunked.
This means it is difficult, if not outright impossible, to provide any truly in-principle critique of LLMs,
as it seems unlikely the LLM refers to a principled category (e.g., as opposed to n-gram).

®At the time this was originally written and submitted.
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models; see Lake & Murphy, 2021). Dziri et al. (2024) found that both chatGPT and
GPT-4 achieve 55% and 59% accuracy on multiplication problems that involve two
three-digit numbers (e.g., 123 times 456). For context, Adults typically performing
near ceiling on comparable tasks (Miller et al., 1984; Geary et al., 1993; LeFevre et al.,
1996). Work published since the submission of this article has found that even newer
models display stark fragility in mathematical reasoning task, with accuracy varying
both when information critical to the problem (i.e., number) as well as superficial
information (i.e., name) are changed (Mirzadeh et al., 2024).’

Failures on these mathematical tasks should concern those hoping for a semantic the-
ory, as it suggests that LLMs do not systematically understand the tokens underlying
these digits - what else could explain the effect of linear order? Indeed, Dziri et al.
(2024) suggest that such tasks are accomplished through linearized subgraph match-
ing, rather than compositionally (i.e., by combining symbols according to rules to
create/understand novel descriptions in a systematic manner, but see next section for
extended discussion of compositionality). Regardless of how they try to do it, if an
LLM were able to capture compositionality, then it should certainly be able to do sim-
ple arithmetic on unfamiliar sequences, at the very least to the same extent that peo-
ple do based on their limited experience with infinity. Currently, they do not, and
present research suggests that this may be an issue that scale cannot resolve but may
rather serve primarily to obfuscate. LLMs struggle with logical reasoning (Liu et al.,
2023; Arkoudas, 2023) and coding (Narayanan & Kapoor, 2023) when tested on bench-
marks outside of the training set. Training models on more and more data may create
an illusion of competency, as it reduces the chance that users (both academics and
non-) will encounter failures in compositionality in typical use. Some may respond
that people are not all equally great and regular at math/logic either; they may strug-
gle when multiplying large numbers or interpreting a sentence with multiple nega-
tions. Is this because their representational systems are non-compositional? No, what
makes people vary in math performance (aside from access to math education) prob-
ably has little to do with their syntactic and semantic representations of the rules of
arithmetic. Instead, it is easily explained by performance factors (e.g., misremember-
ing/forgetting, limited memory, being tired, being in alternate states of experience).
The reason we struggle with larger numbers likely has more to do with the fact that
as more operations need to be completed, there is more opportunity for a host of er-
rors to occur rather than not having observed the multiplication of enough, e.g., 5-
digit numbers before. Or alternatively, humans may exhibit errors as the result of
testing different strategies. Indeed, some have pointed out that many of the errors
exhibited in children learning arithmetic are “rational” errors - that is, applying a rule
incorrectly (e.g., always subtracting the smaller digit from the larger (e.g., 202-133
=131 rather than 69 because 2-1=1 3-0=3 and 3-2=1; see VanLehn, 1990; Ben-Zeev,

’As suggested by earlier findings on the effect of irrelevant information on LLM mathematical perfor-
mance (Shi et al., 2023).
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2012). However, as mentioned earlier, these errors are eventually overcome as adults
near ceiling (Miller et al., 1984; Geary et al., 1993; LeFevre et al., 1996). It is not shock-
ing that LLMs do better at things in the training set, nor perhaps things within a cer-
tain distance from it (were there a straightforward way to quantify that for such open-
ended tasks). The trouble is that the productivity of language means we may never
approximate its systematicity solely by gathering more and more data or adding more
parameters. These issues are clearer (and more down to Earth) when considering im-
age-from-text models that incorporate LLMs into their architecture, like DALL-E 2
(Ramesh et al., 2022) and 3 (Betker et al., 2023), Stable Diffusion (Rombach et al., 2022)
as well as multi-modal models like GPT-4 (Achiam et al., 2023) and Gemini (Team et
al, 2023). The issues faced by image generation models perhaps more clearly demon-
strate the ways these approaches struggle with composition, and it additionally allows
us to consider whether adding more modalities resolves long-standing similar ques-
tions in the philosophy of language and concept literature. Before relating these is-
sues to known criticisms of theories LLMs have been likened to, it will help to briefly
discuss why these issues with simple compositional systems might suggest that LLMs
are notlearning in a manner that meaningfully generalizes from the training data and
that their impressive performance may be largely due to their sheer coverage and the
amount of information it can store.

Compositional systems assume regularity to represent discrete combinatorial infinity
(i.e., no largest number, no longest sentence). This makes it easy for researchers to
generate data for training and testing by controlling for features that are irrelevant to
some given formalism. For example, linear order does not matter in summation as it
is commutative; therefore, a system trained on a single-digit addition dataset in which
the larger number comes last (e.g., 1+2, 2+3, 4+5) and performs at chance when the
larger number comes first (2+1, 3+2, 5+4) can not reasonably be said to have general-
ized the rules of addition, when approaching higher digits that are likelier to be out-
side the training data, the rules of arithmetic fall apart for LLMs. If one learns to add
in general, one should learn that it applies regularly beyond the training set - even if
an advantage on familiar items remains. However, a drastic difference in perfor-
mance between training and test suggests that a given model has not converged on
the rules of the compositional system but is instead being swayed by other infor-
mation. Though mostly linguistic examples will be used, this is also not to imply that
compositional rules are all that is required to explain all verbal behavior - indeed,
linguistic performance is uncontroversially shaped by a range of factors that are very
unlikely to be compositional as spelled out (e.g., frequency effects). Any exhaustive
account of verbal behavior will have to, at the very least, make some space for non-
compositional mechanisms. And, though there is debate about the compositionality
of language, there are those who feel compositionality is an important part of under-
standing how languages work (e.g., see Quilty-Dunn et al., 2023 and responses for
many appeals to compositionality in contemporary literature). But, regardless of
one’s beliefs about the extent of compositionality in language, compositionality is an
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especially useful guide in the present moment because it allows us to set a standard
for successfully learning a rule. Such a standard would likely be less necessary were
there more transparency about the data these models are trained on, as it would,
therefore, be widely possible to determine how similar a new set of stimuli is to the
training data (though theoretical questions about the proper similarity metrics would
still remain). Now that we have reviewed some data suggesting that LLMs?® struggle
with basic compositional systems like math and logic, we will now discuss composi-
tionality more closely and how it has caused issues for conceptual frameworks of the
past before relating this to LLMs.

Representational Theory of Mind & Compositionality

Interest in word learning often comes along with an interest in what it means to know
a word. Not just how it relates to some form (e.g., a morpheme) or even purely distri-
butional facts, but rather its meaning. What do words map onto? What are they like?
Since questions about meaning and concepts are so intertwined with other funda-
mental questions in psychology, there is little consensus about the particulars. This
is why talk about concepts is so prone to desiderata-listing, or what one would want a
theory of concepts to do in the first place. An important one is that a theory of con-
cepts is compatible with RTM, or the belief that propositional attitudes (e.g., wanting,
believing, knowing) are relationships between individuals and mental representa-
tions (Fodor, 1975). To be fair, such ideas were old and fairly nontendentitious within
psychology, but before Fodor, no one had thought to acronymize the name. If you add
in the idea that the mind is like a computer, you get the Computational Theory of Mind
(CTM), which says that the internal states of RTM are (classically syntactically) struc-
tured symbols. Under such a view, thinking involves combining and transforming
symbols, and though LLMs are not classical, they still involve structural transfor-
mations. RTM is a “non-negotiable” because, without RTM, there cannot be any real
psychological laws; they instead must ultimately reduce completely and directly to
terms of more basic sciences (e.g., to neuroscientific laws, but potentially ultimately
physical laws; Churchland, 1986). Such an extreme approach may slice questions too
thin (as will be discussed in Double Opaque) and complicate discussion about the
most relevant rules. For example, while studying what has been used as currency
helps in understanding the histories of economies and markets, attempting to provide
translations of economic generalizations into physical descriptions of items and their
transfer may result in missing the forest for the trees (Fodor, 1980). CTM is “non-ne-
gotiable” because it is our “best available theory of mental processes” - that is, com-
puters are our best working models of a physical system that is capable of represen-
tation that can be discussed at a meaningful level (Fodor, 1985). In linguistics, both
are considered deeply related to the compositionality of language. To say that

8This may indeed be a case where issues with LLMs straightforwardly translate to current approaches
focusing on transformers.
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language is compositional is to say that whatever some sentence means is going to be
a function of its constituents plus the rules of syntax (Frege, 1892; Fodor and Lepore,
1992).

1. Monroe married Luis.
2. Luis married Monroe.

Systematicity requires that if you are the type of thinker that can think the thought
expressed by (1), you are also necessarily the type of thinker that can think the
thought expressed by (2). Assuming you know other words, you are also the type of
thinker who can think other thoughts involving Monroe, Luis, and married. In other
words, you also get productivity, or the idea that theres no upper limit on the longest
sentence you could generate, assuming one’s syntax allows for recursion. Composi-
tionality thus guarantees systematicity and productivity respectively (making infinite
use of finite means as per von Humboldt (1836) qua Chomsky (2014)), which has been
useful to both linguists and non- when thinking about language (Fodor & Lepore,
1992). While that may explain the meanings of sentences, that does not seem to tell
us much about the constituents of sentences and how they get their meanings. How-
ever, keeping the constraints of CTM (due to compositionality) in mind will help in
considering the following ideas about meaning, as the main issue will be that they
struggle to allow for compositionality. We will discuss how this relates to one theory
of concepts, Conceptual Role Theories,’ and LLMs and how adding more modalities
is unlikely to solve this problem. But before we continue, we will first consider one
notable theory, the Classical Theory of Concepts, to demonstrate some of the difficul-
ties with definitions and the consequences this has had for conceptual theorizing
since.

Definition and its discontents

One popular and eloquent conceptual theory, the Classical Theory of Concepts, often
associated with Locke (1850) and other British empiricists, is that the meanings of
words allow us to pick things out in the world because they have a sensory (or percep-
tual) basis. This, along with a compositional system, should explain the productivity
(or open-endedness) of language. Sensation provides a foundation for a composi-
tional system to act on; this allows mental states to interact with the world causally.
Thus, a color concept, like ORANGE..wr, can be defined by the sensations triggered
during labeling contexts, cones responding to light with a wavelength of 585 and 620
nanometers. In this example, the meaning of orange...r is the range of sensations that
can cause ORANGE,ir thoughts.

°This is a theory with many aliases: Conceptual/Inferential/Functional Role Semantics, Procedural Se-
mantics. Problems with analyticity aside, assume they are all synonymous with CRT in this case (Block,
1998).
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These primitive concepts can then be used to modify the features of some other con-
cept selectively; for example, ORANGE..,r FRUIT modifies the thought FRUIT (what-
ever they might be) so that any related color sensations are now ORANGEir rather
than something else. In this example, the meaning of oranger.+ may be a complex
concept (ORANGE . FRUIT) rather than a primitive one. Complex concepts may
then, in turn, be combined with other primitive and complex concepts, like KENNEL
FOR ORANGE_.,ir DOGS. The Classical Theory of Concepts is eloquent because it not
only accounts for reference, and hence more “synthetic truths” (truths by virtue of
experience), but also maintains “analytic truths” (truths by virtue of meaning). So, not
only can KENNEL pick out kennels in the world and be used to consider facts about
them (“This is a kennel,” “Julian left Charlie at his favorite kennel.”) but also distin-
guish those facts from other beliefs that are central and necessary for the concept
(“Kennels are shelters,” “Kennels are for dogs,” etc.). Similarly, it explains why ken-
nels in the world reliably cause KENNEL thoughts but only sometimes lead to
CHARLIE thoughts.

Though the Classical Theory is an elegant way of accounting for the referential and
truth-preserving aspects of meaning, nothing gold can stay. Briefly put, its demise
resulted from an inability to unite these two aspects of meaning in a non-circular way.
The Classical Theory posits that a statement may be true for one of two reasons: due
to the nature of the terms themselves and rules of syntax (analytic) or because they
say something true about the world (synthetic). For example, you do not need to look
to the world to determine whether someone being a bachelor makes them an unmar-
ried man, but you do need to check it to determine whether some given individual is
a bachelor (e.g., by asking them or others whether they are married). It is, therefore,
compositional under this view: UNMARRIED MAN composes into BACHELOR, which
can then be decomposed back into UNMARRIED MAN. Setting aside the difficulty this
approach has in defining abstract words like “virtue,” the biggest problem seemed to
be that no one’s ever found a good definition in general (Berkeley, 1881). It is unclear
how you get to JUSTICE from RED and TINNY, but it is also unclear how you get to
seemingly simpler, more concrete meanings like CHAIR. More recently, Quine (1951)
argued that this is because the analytic/synthetic divide is circular: analyticity rests
on an assumption of synonymy between a term and its definition such that they are
interchangeable (e.g., BACHELOR could be subbed in with UNMARRIED MAN in any
sentence and it remains true, and vice-versa). However, determining whether terms
are synonymous requires a notion of necessity that distinguishes accidental coexten-
sion from the required extensions. For example, in “Necessarily all and only creatures
with a heart are creatures with kidneys,” both creatures have the same extension (be-
cause all known creatures with hearts have kidneys), but no one would argue this is
an analytic fact (unlike “Necessarily all and only bachelors are unmarried men.”). To
Quine, this meant there was a vicious circularity in the distinction: analyticity re-
quires synonymy, and synonymy requires interchangeability of terms without a
change in meaning, but how is it determined if terms are interchangeable? If
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synonymy is determined by looking at our experiences in the world, then it cannot be
the basis for analyticity at the pain of circularity. Though Quine’s focus was primarily
on scientists (or rather science) rather than word learners, similar concerns bear on
concepts and therefore heavily influenced that debate.

With analyticity gone, so with it goes a straightforward distinction between matters
of meaning and matters of experience. With the issue being the inadequacy of physi-
cal features for definition and also definition itself, one potential approach is to 1)
allow for some sort of internal states (rather than purely sensational ones) and 2) relax
definition to something more graded. Conceptual Role Theories (CRTs) explores
these possibilities. The goal of this section is not to say that CRT is wrong but that if
LLMs are like them, they leave the same issues unresolved (as in the last section), and
this is evident in their performance on a range of tasks involving composition. The
next section begins by defining CRTs before discussing why they have been argued to
struggle to account for compositionality.

Conceptual Role Theories

Talking about CRTs requires casting a wide net, though, unlike LLMs, CRTs are much
more precisely defined. Generally speaking, CRTs broadly agree that meaning is func-
tional and that what constitutes the character of a mental state is the role it has in
interacting with other mental states. This can be restated psycholinguistically as the
idea that the meaning of a word is its role in a language, or as it is often put, that
“meaning depends on role in a conceptual scheme” (Harman, 1999). For example, we
make an inference when we go from the statement that “p” (“Grass is green.”) and a
separate statement that “q” (“They paint the grass.”) to the statement “p and q” (“Grass
is green and they paint the grass.”). Natural language analogs to logical operators, like
and, are go-to examples of non-referential meaning, and their role in a sentence is
what defines them (Block, 1998). CRTs often extend this idea to all words. Block (1986)
famously used the example of high-school physics, in which the meaning of words
like force, acceleration, and mass are interdefinable (f=ma) within a conceptual
scheme (physics) rather than translated into known words outside this system.* It is
because it treats meaning as relational in this way that some have analogized it to
LLMs since they learn (probabilistic) relations between tokens (Hill & Piantadosi,
2022; Pavlick, 2022). Importantly, this has been used to argue that referential abilities
are not needed since reference is not necessary in CRT approaches. However, that is
not entirely true. CRTs also often make room for other systems that are innate (e.g.,
core cognition like object or magnitude; Carey, 2009) or that ground reference (Block,
1998). These dual-role theories are popular, even amongst those who conceive of the
CRT-relations between roles, like those of tokens in LLMs, as being probabilistic
(Field, 1977). Notably, CRTs differ wildly in how they cash out interactions with the

T have yet to see anyone mention it but this always struck me as bad pedagogy.
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world, so we will leave that aside for now.

The basic issue with CRTs is that if some relations are seen as more central than oth-
ers, some old problems discussed in the previous section are reintroduced (Fodor &
Lepore, 1992). For example, while you can reliably infer something about Caio’s age
from “Caio is 28 years old,” you can also reliably infer something about Caio’s weight
(>10 pounds). While we could say that the former is tied to the symbol and the latter
is tied to the symbol plus auxiliary beliefs (e.g., 28-year-olds are adults for humans,
and adults weigh more than ten pounds), drawing such a line is hard (example
adapted from Fodor, 1984), and requires reintroducing a version (albeit fuzzier) of the
analytic/synthetic split, but it is not clear how that resolves the circularity in question
(Quine, 1960). Unfortunately, unless one can provide an answer to how the lines are
drawn, that means inferential roles are not compositional. Consider the idea that I
enjoy the flavor of ARTIFICIAL STRAWBERRY, and therefore, one of the inferences
licensed by this fact is simply “Victor likes artificial strawberry.” However, until col-
lege, I also happened to hate strawberries and was not typically big on artificial fla-
vors either, so neither of its constituents would have licensed the inference “Victor
likes it.” Why not? Or consider the opposite scenario, wherein I like houses and boats
but find houseboats vulgar and offensive. In this case, an inference is licensed by both
constituents but not the complex concept they enter into, so where does it go? In both
cases, the inferences that can be licensed are not inherited from the utterances’ con-
stituents. In the former, the inference is not present in constituents; in the latter, it is
not composed of its constituents. That is because the inferential roles of both artificial
strawberry and houseboat depend not just on the inferential role of their constituents
but on what you believe about them. In other words, those inferences are synthetic
rather than analytic, and, of course, it is important to separate the two (if one leans
into the divide) to explain why it is people can think the same thing by “dog” despite
likely differing in the synthetic inferences they would entertain about them (e.g., “I'm
a dog person,” “Labradoodles are not real dogs,” and so on). In this sense, CRTs run
into similar sorts of issues as prototype theories (Connolly et al., 2007), which is just
to say that neither are compositional, though there are good reasons to think that our
concepts are (Fodor & Lepore, 1992). LLMs struggle to learn simple compositional
rules for similar reasons: there are so many possible associations between strings of
digits in their training data, and it is not guaranteed that LLMs will land on the set of
associations most strongly related to the compositional rules of arithmetic. The total
context-sensitivity of tokens also likely complicates learning how to handle composi-
tional systems, as how likely four is to follow three should have no effect at all on
arithmetic, and the same holds for the variables and operators in logic.

How Do LLMs Fit in?

Before continuing, it is important to note that LLMs are composed of connectionist
submodels, but this does not necessarily commit it to a particular conceptual
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framework (or, broadly speaking, cognitive framework; see Portelance & Jasbi, 2023).
This is doubly true if one considers connectionist models as implementational rather
than computational (i.e., in the way neurons implement the mind; Fodor & Pylyshyn
1988). Therefore, when claiming LLMs “have” a particular sort of semantics, this
could be read as either a claim about them being capable of instantiating such a se-
mantics (i.e., as a brain might) or as a claim about them being equivalent to a theory
of semantics (i.e., moreso a claim about the mind; Blank, 2023). I am skeptical that
LLMs have CRT-like semantics in both senses or, at the very least, that little is gained
by such an analogy presently. However, it appears the motivation for such claims
seems to be that some consider LLMs to be plausible models of cognition (rather than
simply implementational), but they cannot refer to the world (though see Mandelkern
& Linzen, 2023), so from this basis, some critics (sensibly) argued that their represen-
tations of meaning are prima facie unlike ours (Bender & Koller, 2020). Fortunately,
CRTs allow for aspects of meaning that are non-referential, so perhaps CRTs are what
LLMs have (Hill & Piantadosi, 2022; Pavlick, 2022). I have yet to encounter a more
robust argument for this analogy, but there is already a systematic review of why con-
nectionist models are problematic models of cognition, and I am assuming it is in the
common ground (Fodor & Pylyshyn, 1988; for a reply see Smolensky, 1991 and Smo-
lensky, 1988, and for a reply to those replies see Fodor & McLaughlin, 1990). This pa-
per will therefore focus on the potential that LLMs are implementations of CRTs."!

If we try to consider LLMs as CRTs, the first issue we run into is that the idea of a
conceptual role seems to presuppose a mapping to conceptual structures (Leivada et
al., 2023). Indeed, as we will briefly touch on later, many two-factor theories assume
that there are conceptual systems, like those of perception (e.g., analog magnitude
and parallel individuation) or others that are part of core cognition (see Carey, 2009
for review). LLMs do not have any systems like those, but they can represent tokens
and their related embeddings, so for now, we will assume they may have something
like a conceptual role (in that it is representational and causal) even if they have sig-
nificantly fewer types of conceptual roles or they are fundamentally unlike any of
ours. If we try to translate LLMs into words familiar to the word learning literature
(as will be discussed in Too Global), then an LLM’s hypothesis for the meaning of a
token is its relationship to other tokens. This means that at the end of pre-training,
the hope is that there is a pretty good hypothesis for relationships between tokens.
The conceptual role in question here is the role a token has in predicting the next
token because that is what it contributes to a sentence that contains it. Because of its
mechanics, a token’s meaning is a consequence of how likely it is to carry information
about another token or how likely it is to occur in the context of other tokens (while
keeping its position in the string in mind). As such, though CRTs are not necessarily

Naturally, these arguments will share the mouthfeel of critiques of connectionist models because
CRTs and connectionist models both run the risk of holism, but there are clear divergences (e.g., CRTs
obviously cannot serve as an implementation level theory).
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committed to a predictive processing account generally, LLMs instantiating a CRT run
into similar issues. That is, their representations do not seem to be compositional in
the way concepts are because they are neither systematic nor productive. This is be-
cause an LLM’s resulting hypotheses, despite being very complex, remain closely tied
to their training (Lake & Murphy, 2021; Dziri et al., 2024), as the issues around the
analytic/synthetic distinction should have prepared us for.

If the meaning of cat is what cat contributes to a prediction and it is related to a host
of other words, then what cat means changes based on the current context (even if
wholly irrelevant). Were it to change too drastically based on the current context, that
presents an issue to systematicity. This is an issue because it means that cat would
likely mean slightly different things in “The cat chased the rat” and “the rat chased
the cat.” If the difference were purely syntactic (subject vs object), or even homoph-
ony, that would be completely fine, but it is likely to vary in more ways. For example,
the cat in the former may activate “things cat chase” more than it activates “things
that chase cats,” and ceteris paribus the cat in the latter. It is again important to note
this is not to claim that there are no non-compositional mechanisms that can contrib-
ute to inferential processes more generally, merely that it is still common today to
take seriously the notion that there is some sort of compositional component at play
in language (see Quilty Dunn et al., 2023 and responses). This issue in systematicity,
as we will see, leads to limitations in productivity, so we will now turn to empirical
data showing that LLMs struggle with this, though it is important to keep general is-
sues with benchmarks in mind (Narayanan & Kapoor, 2023).

More Modalities May Run into Similar Issues

A familiar argument we have discussed is that 1) maybe LLMs can represent things
like we do, they just need to be more grounded, and 2) maybe LLMs do not represent
things like we do because they are not grounded. In the case of the former, a solution
may be sought in a two-factor version of CRT and, in the latter, in State-Space Seman-
tics. The problem with the former is that the causal connection is still difficult to cash
out in two-factor theories, and the problem with the latter is that it is rooted in simi-
larity rather than conceptual role (Churchland, 1986, see Fodor & Lepore, 1999 for a
reply). Though I disagree with these approaches personally, I am categorically not
trying to suggest in any way that these approaches to meanings are psychologically or
philosophically worthless or uncontroversially wrong. It just feels relevant that they
also struggle with composition too. This is because the issue at hand is not simply with
the format of the data (text vs. image) but rather the global and holistic nature of these
approaches. Composition simply does not seem to fall out of solely trying to deter-
mine what is likely to happen next or what is similar to what. I will not speak more on
two-factor CRT because there are many versions on offer, and many of those that in-
terest developmental psychologists make recourse to some innate cognitive struc-
tures (e.g., see Carey, 2009 for an example of perceptual systems), which is not helpful
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in this regard since LLMs lack those. Instead, there will be a brief discussion on State-
Space Semantics, its issues, and how they seem to arise in DALL-E 2 (among others).

The primary issue with state-space semantics is that similarity is not much less holis-
tic than predicting the next word. This is because similarity hinges on what primitives
one assumes (Goodman, 1965) and therefore in the absence of such commitments an-
ything can be deemed similar to anything else (Goodman, 1972), which introduces the
risk that any observation can support any hypothesis. Beyond that, it reintroduces the
problems of the Classical Theory, but in a continuous rather than definitional manner
- simply replacing identity with similarity. This results in a similarity space, with
words getting their meaning by virtue of their position in this space. Instead of, e.g.,
GREEN being defined as BLUE PLUS YELLOW, GREEN is simply like BLUE and like
YELLOW in a way that places it near both. Importantly, this similarity space is often
assumed to be sensorimotor/perceptual. In the case of color, the dimensions would
indicate the coding frequency for the reflectance of different wavelengths (Church-
land, 1986). However, it is not clear how these dimensions are individuated and,
therefore, which dimensions are innate. Furthermore, since such approaches are typ-
ically probabilistic, they introduce additional questions about how meanings in such
approaches compose (for discussions, see Armstrong et al., 1983; Fodor & Lepore,
1996; though see Smith & Osherson, 1984 for a response to this line of criticism). But,
like the Classical Theory, they ultimately run into the same issue: there are no good
definitions. Setting these issues aside, we will now consider generative models that
can produce images and how they run into the same sorts of issues we have been
considering.

An Image Is Worth a Thousand Captions

Given that our minds seem to display the systematicity we are after, it is hard for us
to imagine what sort of thinker could think “John loves Mary” but would be incapable
of thinking “Mary loves John." I propose that such a mind, in the cleanest case, could
not distinguish between the two descriptions, whether that means believing only one
interpretation holds regardless of the linear order or believing that both interpreta-
tions always hold. Each sentence may be considered holophrastic (johnlovesmary
and marylovesjohn are different words; importantly, with no internal structure), or
arguments may be ignored, and features may be blended. That seems to be exactly
what DALL-E 2 struggles with (Fig. 1). DALL-E 2 (Ramash et al., 2022) is another trans-
former-based system produced by OpenAl, but instead of predicting continuations of

text, it generates an image that the text provided by the user is likely to be a caption
of.
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Figure 1. (Left) DALL-E 2 output for “A book on a table.” (Right) DALL-E 2 output for
“A table on a book.” Representative of others in the set.

The text encoder in CLIP is based on GPT-2 (Ramash et al., 2022; Radford et al., 2019),
so that is the only point in the model at which it tracks the position of tokens within
the input. The text embedding produced by it at this stage is then fed into a model,
which is tasked with outputting an image embedding based on the text embedding,
with the image embedding finally getting passed to the decoder to guide image gen-
eration. Each step includes a transformer model, but these last two steps also include
diffusion models, which operate by reducing noise from an image towards some sig-
nal (e.g., the caption text, going from an image of static to an image of a cat through
successive denoising; Ramash et al., 2022). Because of this, as Conwell & Ullman
(2022) point out, information about the text’s position or even number may be out-
weighed by any of the steps beyond the initial encoding. This means that though im-
age outputs can give insight into different aspects of meaning, which may be difficult
to probe with text alone, they may not make full use of the information the model
initially has about the text.

Conwell & Ullman (2022) investigated DALL-E 2’s ability to generate images based on
relational prompts (e.g., “the book is on the table”). They generated 75 prompts by
randomly sampling from a set of 15 relations (8 physical, seven agents) and 12 entities
(6 animate, 6 inanimate) and used each to prompt D2. Online participants were then
given a prompt and 3x6 array and asked to select the images that matched. On aver-
age, they found that participants were in 22% agreement with D2 across all relations,
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with 17% agreement on physical relations and 28% on agentic ones. Agreement varied
greatly between relations, with only three relations significantly above 25% chance
(“touching,” “helping,” and “kicking”). Though they did not provide an analysis of the
generated images (other than participant response), the example images indicate a
range of potential problems: producing a novel object, missing an item, and produc-
ing similar images for different relations/prompts. Most importantly, of course, these
are the sorts of mistakes we would not expect people to make. Their drawings are
likely to be worse or so abstract as to be difficult to understand what is what, but it is
unlikely that upon hearing “draw me a cylinder on a cup,” a person (or child) would
regularly forget to draw the cup. While other work with more stimuli and newer mod-
els suggest a modest improvement in depicting spatial relations (around 45% based
on human ratings; Huang et al., 2023), this work used a different approach where par-
ticipants were given image-text pairs and asked to judge their appropriateness rather
than presenting an array of images and asking participants to select ones which de-
picted the prompt. Additionally, no breakdown of performance by particular spatial
relation (e.g., “touching” vs. “on”) spatial relation type (e.g., agentic vs. physical) was
provided by the authors. It is thus unclear whether this improvement is systematic,
or similarly displays the sort of fragility observed by Conwell & Ullman (2022).
Leivada et al. (2023) tested D2 on a range of tests related to grammatical composition-
ality. The ones of particular relevance to the current discussion are failures in Word
Order & Thematic Role (e.g., like in Fig. 1, not distinguishing between “the dog is
chasing the man” and “the man is chasing the dog”) and coordination (e.g., “a man is
drinking water and a woman is drinking orange juice” showed both drinking one or
the other). Similarly, Rassin et al. (2022) demonstrated that DALL-E 2 regularly vio-
lates what they refer to as “resource sensitivity,” or the constraint that each symbol is
given a different role. Though a symbol may be ambiguous (“bat” the animal vs. the
instrument), when it is used in a sentence, it cannot denote various entities at once
(e.g., torefer to both an animal and an instrument in the environment). An interesting
example demonstrating the “leakage” of one token’s set of relationships to another is
what the authors refer to as “second-order stimuli.” For example, their prompt of “a
bird at a construction site” yielded a normal bird and no (construction) crane, but “a
tall, long-legged bird at a construction site” did, along with its homophonous bird
(crane). In this case, presumably, “tall, long-legged” activated CRANEy;;,q while “con-
struction site” biased it towards CRANE onstruction, SO both of crane’s senses become in-
volved in the embedding. This kind of error is harder to explain solely due to “not
getting syntax” because the context (construction site) supports further inferences.
Regardless, even if these issues are only due to not representing the syntactic struc-
ture of the sentences (or knowing anything about English syntax), the systematicity
of words is deeply related to syntax, so that is to be expected.

These issues are likely to be true for other modalities, too, as well as future image-

based systems, assuming they use similar approaches. As for text models, adding
more training data and more parameters will make it harder to tell what they struggle
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with because it increases its coverage. However, it is little consolation to the cognitive
psychologist that adding more and more of the world into the training set makes it
harder to notice the limitations of these models. The question is whether that is how
we do it. The fact that such models struggle with compositionality would be exciting
if that were not already expected. With questions about the nature of concepts in word
learning reviewed, we can now turn to questions about the word learning mecha-
nisms themselves - that is, how are meaning hypotheses tested and updated across
experiences?

Too Global

Most acquisitionists agree that to learn words children must be able to track them
across exposures and use information from different experiences to motivate a mean-
ing hypothesis (Yu & Smith, 2007; Fazly et al., 2010; Siskind, 1996; Trueswell et al.,
2013; Stevens et al., 2017). This is largely uncontroversial because 1) we often use
words in the absence of a referent, and 2) natural language, as well as experiences
involving it, are rife with ambiguity (Quine, 1960; Medina et al., 2011). Much of the
research in this area concerns itself with ostensive labeling (Gleitman & Trueswell,
2020; Wojcik et al., 2022) and thus involves hearing nonsense words (“dax”) paired
with images or video of possible referents (Yu & Smith, 2007; Trueswell et al., 2013;
Woodard et al., 2016). Text-only LLMs do not have access to referential information,
being limited only to text, so it may seem like anything developed within a reference-
based paradigm is wholly irrelevant, but multi-modal models are more common, like
GPT-4 (Achiam et al., 2023) and Gemini (Team et al., 2023) as previously mentioned.
Additionally, a critical debate in the area of early CSWL concerns how much infor-
mation is stored between word-learning contexts and brought to bear on new expo-
sure, which bears relevance to text-only and multi-modal models. In this regard, the
token modeling process of LLMs resembles “global” algorithms, and of the potential
issues with this class of approaches, LLMs 1) solve none and 2) run into the same is-
sues (Stevens et al., 2017; Yang, 2020).

Global and Local Learners

A popular class of cross-situational word learning theories depends on scaling to solve
the problems of ambiguity and absence. These global models propose that learners
aggregate possible referents across situations for a particular word as well as across
the lexicon generally (Yu, 2008). As such, global models make use of all previous word
experiences, as Yu (2008) puts it, to “maximize the likelihood function of observing
the whole data set.” On the one hand, global approaches rely on the very reasonable
assumption that one can learn more from more information. However, there are two
issues with this class of models: they do not explain trial-by-trial behavior in word
learning experiments and (relatedly) do not account for the sort of insight learning
evident from experiments on “fast mapping” (Carey & Bartlett, 1978). Storing more
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information and conducting more computations is more costly, and there is little ev-
idence that young children remember much from a word learning context beyond
their best guess (Trueswell et al., 2013; Woodard et al., 2016). If all information from
previous experiences is stored, then in the absence of the “best guess” (e.g., CAT for
the word cat), young learners should be more likely than not to pick other referents
that tended to be present when a label was uttered. Experimental evidence with kids
suggests this is not what happens; instead, they revert to chance as though they had
no memory of the other referents that were present during labeling. Not only that but
making incorrect guesses that are similar to the correct guess does not seem to in-
crease accuracy (LaTourrette et al., 2022). Though much fast mapping research was
done in the lab and was therefore certainly far less ambiguous than naturalistic learn-
ing contexts, children exhibit stark similar insight learning patterns in referentially
ambiguous contexts (Woodard et al., 2016). They do not gradually approach under-
standing a word’s meaning; instead, it seems more like they are guessing until they
get more evidence for a guess, resulting in an “Eureka!” moment (Woodard et al.,
2016; Medina et al., 2011). Findings along these lines have been used to argue for an
alternative, more local approach to cross-situational word learning.

Local word-learning algorithms assume that learners resolve ambiguity as they en-
counter it and store only their best guess. Such algorithms do not rely on scaling, and,
in fact, at one extreme, such a model may only have memory of 1 hypothesis (True-
swell et al., 2013). This 1-hypothesis model posits that upon hearing a new label
(“div”), the young a learner proposes one hypothesis (e.g., a bottle) based on a host of
ambiguity-resolution mechanisms and stores the label alongside their guess. Upon
encountering the same novel label, they retrieve their hypothesis and check if it is the
best guess in this context as well. If it is, they have learned the word. If not, then they
propose a new one and continue the process until they successfully confirm a hypoth-
esis for that word. An unfortunate consequence of such a drastically limited memory
is that a learner could get stuck in a vicious circle of bat (animals) and bat (baseball
instrument) and never learn that bat can mean either (Stevens et al., 2017). Later mod-
els in this vein have increased the memory to allow for multiple hypotheses to be
tracked while retaining the stipulation that only one hypothesis is made per exposure
(Soh & Yang, 2021; Yue et al., 2023). With the addition of reinforcement learning,
homophones can be accounted for (Stevens et al., 2017).

Nonreferential, Yet Global

As mentioned at the start, LLMs do not track referents (though, see More modalities
may run into similar issues for discussion). A host of arguments as to why they do
not understand language center on it not being able to refer to things in the world
(Bender & Koller, 2020; Pavlick, 2023). But, LLMs do make hypotheses about the rela-
tionship(s) between the tokens, which is all that is required for the present analogy to
hold. The “meaning hypothesis” for LLMs is that tokens are related in the way that
the present parameters assume them to be. With each new experience (a new string),
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they update a host of parameters to shift this hypothesis to one that can better accom-
modate the most recent bit of evidence. The only wrinkle is that in contemporary
LLMs, there are various systems of associations being learned (e.g., masked trans-
former, multi-layer perceptron). However, none of these changes push any of these
models towards more local approaches, as there is no limit placed on how much is
tracked across exposures. As such, it does not meaningfully resolve any of the issues
in the existing debate in the CSWL literature (e.g., that children have limited memory,
difficulties accounting for insight learning). To my knowledge, no one has ever ar-
gued that the issue with global word learning models is that they cannot perform well
in various tasks if given enough memory, a large amount of data, and so on, nor that
such a model could not seem like it works under many circumstances. The argument
has been over how to accommodate particular facts about infants (memory and
amount of exposure) with experimental evidence (showing non-gradual learning pat-
terns). If that is true, LLMs do not add any more to this debate than existing global
approaches already have. But maybe these primarily scale-based approaches in early
CSWL or semantics could resolve issues anyway, given enough data and parameters
and fine-tuning. We will now turn to additional issues posed to interpretation that
likely affect the potential usefulness of LLMs to cognitive scientists.

Practical Meta-theoretical Concerns

A common retort to any assertion that LLMs are just predicting the next word is that
perhaps it is possible an LLM can create a world model. Indeed, a host of overgener-
alizations have been made by suggesting that good performance at a task means it
may be doing something human-like (Bubeck et al., 2023; though see Guest & Martin,
2022; van Rooij et al., 2023). However, we need more reason to think this sort of mod-
eling could construct seemingly specialized modeling systems that correspond to
those that we use to reason about the world. The only thing in its favor is that it could
happen. And, while it could, the problem with conceivability arguments is that so
could a lot of things. It could also not happen. Most importantly, this is a wholly un-
falsifiable line of argument. No one can prove the limitations of the next model be-
cause the next model never actually arrives. Like tomorrow, the next model is forever
out of reach today. Technology advances so quickly that it is certainly easy to worry
that one may be proven wrong in a few months, but being proven wrong is the name
of the game in science. If one formulates a hypothesis such that it can never be falsi-
fied (scaling could fix this, scaling can construct new conceptual abilities, world mod-
els, etc.), then it is difficult to have a productive theoretical argument. There is little
support for this line of argument other than arguing from uncertainty and previous
error. As Fodor (1999) put it, “If the best you can say for your research strategy is ‘you
can never tell, it might pan out,” you probably ought to have your research strategy
looked at.” We will now consider how the opacity of these models practically limits
their usefulness in research and presents further challenges to interpretation.
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Doubly Opaque

LLMs are doubly opaque. As mentioned, it is not clear what LLMs learn without rig-
orous testing (Lake & Murphy, 2022; Dziri et al., 2024; Guest & Martin, 2022), but from
a few such tests, it does appear they are more data-dependent than advertised. Unfor-
tunately, the fact that most LLMs are products adds another layer of opacity, as as-
pects of the training set and even model and pre-training become “proprietary” and
kept private due to the competitiveness of the landscape and the safety implications
of LLMs (OpenAl, 2023). We will first discuss how being a product adds an extra layer
of opacity before touching on how their black box nature complicates interpretation
to begin with. It is important to note that the additional layer of corporate opacity is
not just an isolated incident involving GPT-4. Some of the other big names in LLMs,
Bard (running on Palm 2 (Anil et al., 2023); though also true of some earlier models,
e.g., Thoppilan, 2022) and LLaMMa 2 (Touvron et al., 2023), have followed suit.*?
Given the work cited in sections above, making it harder to access the data it is LLMs
are dependent on is a practical issue researchers studying LLM performance have to
face. As a consequence, researchers are often forced to rely on indirect methods or
assumptions about what is in the training data (e.g., GPT-3 was pre-trained on text up
to 2021). Even so, this discussion is all the more complicated by the fact that as sub-
scription and usage-based products, these LLMs are additionally updated to ensure
better service. For example, Bard was recently updated with “implicit code execution”
so it can develop code to respond to prompts (e.g., about math, see Krawczyk &
Subramanya, 2023). As an opt-in feature, chatGPT optionally offers plugins that make
up for its issues in reasoning and mathematics, like Code Interpreter, which can im-
plement Python code to respond to a prompt (Lu, 2023) and a Wolfram API for e.g.,
solving equations (Wolfram, 2023). So, when we ask Bard to do something, we do not
know whether it is responding by virtue of its ‘pure’ LLMs or by virtue of additional
API calls, and the same is possibly true more generally if any details concerning the
architecture are kept classified due to the competitiveness of the landscape. We also
know some models like chatGPT are updated, e.g., with "improved factuality and
mathematical capabilities” (Natalie, 2023). These updates may be based on end-user
interactions with chatGPT (Schade, 2023), or they may be motivated by analysis of
interaction data (OpenAl, 2023b). As such, it is also possible that, with “glitches” going
viral (like how many n’s are in mayonnaise), the model may receive more data from
users about the topic, or the models could even be fine-tuned in response to these
issues. In either case, the users (often academics) are effectively doing quality control
for multi-billion dollar companies by continuously probing these models for glitches
Or errors.

These issues discussed above relate to a more general problem: how should an LLM’s

2The case of LLaMMa is especially odd considering Meta is attempting to position it as “open” (Touvron
et al., 2023; for issues surrounding openness see Liesenfeld et al, 2023).
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failures be interpreted? That is exactly my concern with using these models as base-
lines or comparisons for human participants: How do we interpret failure? Could it
be failing for one of the reasons mentioned in the previous paragraphs? Not enough
data/parameters? Or is it for more fundamental reasons? Sadly, the problem does not
disappear when approached from the other direction: how do we interpret success?
The data dependence of these models complicates attempts to falsify it. For any fail-
ure to match human performance, one can always claim it is because it was not
trained on enough data or the right sort (multimodal, speech rather than text, etc.).
Or, even if the approach is correct, the particular instantiation of it may not be. This
is because a consequence of code (as opposed to theory) is that one must make various
commitments that may be fundamentally unrelated to the theory in question. The
precise mechanism of tokenization (or segmentation) may not be relevant to under-
standing word learning, but it can affect performance on a range of tasks (Rust et al.,
2021). Of course, segmentation and word learning must interface, and of course, re-
search in either can benefit from considering the other. But the current approach
suggests either starting from the bottom and handling these earlier stages first or
committing to not just a specific theory (e.g., of word learning or segmentation) but
to a set of theories about other processes (which may themselves be contested) in-
volved in completing a general task. The result is that cognitive theories that could be
falsified in principle by any LLM are at perhaps too fine a grain to inform psycholog-
ical theory development. This is perhaps a broader problem of code-as-theory ap-
proaches, but it is especially salient given the complexity of LLMs.

There are some things LLMs need to do that may be separable from others in some
learning contexts, like using Byte-Pair Encoding or how a model determines relation-
ships between tokens in a string. It is hard to decide on which component to credit
with success or failure in a task. In the case of an agreed-upon failure, what is falsified
is too specific. Anyone who has played 20 Questions can immediately recognize the
issue with this approach, and as Allen Newell (1973) famously stated, “You can’t play
20 questions with nature and win.” Unlike 20 Questions, however, even in the case of
an agreed-upon success, much more experimentation is required for any of the big
questions. Going from “If the model does what people do, then the model correlates
with human behavior and/or neuroimaging data” and “The model correlates with hu-
man behavior” being true to “Therefore it does what people do” requires affirming
the consequent, which is not a valid chain of inference (Guest & Martin, 2022). In a
sense, we are then back in the same situation we are already in with people - minus
the ability to introspect. For example, if one considers LLMs (or some distilla-
tion/summary of them) a grammar, it is, at best, a descriptively adequate theory for
the dataset, but the goal of linguistics is to reach an explanatorily adequate theory
(Dresher & Hornstein, 1976). Indeed, recent work has even argued that creating hu-
man-like Al is computationally intractable and provided a formal proof to that end
(van Rooijj et al., 2023). It is unclear how an LLM could explain why the language it
describes is the one it ends up with; it just ends up with it. Finding another black box
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does not feel like much cause for celebration. This is a different scenario from better-
understood models, say n-grams or even Bayesian approaches. Instead, the effective-
ness of transformers is still something that is being worked out by computer scien-
tists, like a lot of deep learning currently. This concludes the section arguing that
these models 1) do not move the needle on existing debates about meaning and 2) are
difficult to interpret for a host of reasons. Because of this, getting any insight from it
is a high-risk gamble. We will now consider the cost of making this gamble.

Too Costly

The “costs” to such a gamble are ethical/moral in addition to literal. My argument will
not be that LLMs are wrong in the abstract but in the particular. As academics, how-
ever, our focus is on the abstract, which can result in particular costs of doing busi-
ness being elided and normalized. In essence, these costs run the genuine risk of be-
ing forgotten as costs. This is doubly true, given how invisible the infrastructure that
supports current models is. This abstraction is a crucial feature of exploitation, but
exploitation is not the only concern as we will see. For the sake of space, the argu-
ments listed are not intended to be comprehensive (though see Weidinger et al., 2021,
for a more thorough review). The focus here will be on 1) privacy concerns, 2) labor
concerns, and 3) climate concerns. What unites these is the sheer data hunger of these
models. Paired with the previous arguments, I feel they suggest the best course of
action is to exhibit caution in using these models and to be willing to justify their use
on a case-by-case basis rather than as a broad programmatic change in how we do
research. At the very least, the data hunger suggests the importance of developing
algorithms for machine translation, among other things, that do not require the con-
struction of more and more “dark Satanic mills” (Blake, 1808) with massive cooling
bills in an age of climate, labor, and privacy anxiety such as ours. Before we discuss
those issues, we will briefly consider whether it is possible (in the particular, not the
abstract) to construct an LLM (rather than an RSLM) for our purposes that can avoid
these ethical costs.

The scale of processing power and the amount of data necessary complicate the de-
velopment of LLMs within an academic context. Given the amount of data used by
current models (GPT-3 had 499 billion tokens, approximately 374 billion words
(Brown et al., 2022); LLaMMa 2 had 2 trillion tokens, ~1.75 trillion words), construct-
ing a dataset of similar size would be especially costly if it had to be audited for iden-
tifiable information, copyrighted text, or hate speech. Multi-modal datasets introduce
even more problems surrounding informed consent (Prabhu & Birhane, 2020; Bir-
hane et al., 2023). Given the present focus on language acquisition, if developing a
massive corpus of child-directed speech is a priority, then that introduces further ob-
stacles: greater scrutiny under IRB due to collecting data from vulnerable populations
since there is likely very limited child-directed text available online (unless tran-
scribed from audio/video), time taken to transcribe and annotate, and the typical
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complications of developmental work (recruiting parents, scheduling, child com-
fort/fussiness). For context, adding together all the words in CHILDES’ English, North
America corpora (MacWhinney, 2000) put together have 13 million non-child words
and 2.5 million child words (calculated in summer 2022). The oldest corpus dates to
1973 (Brown, 1973), which means that since then, roughly 260,000 child-directed
words a year have been added to CHILDES(certainly not uniformly, of course). At that
rate, it would take a thousand years to get about enough data for a child-directed
speech corpus for GPT-3. And, of course, the bottleneck is not just technological. En-
suring a diverse dataset requires that parents from a range of communities feel com-
fortable trusting scientists into their homes and with their child’s data, so this ap-
proach risks either further erasing the linguistic experiences of marginalized groups
or encouraging thinking of such groups extractively. Given the variability of environ-
ments, flexibility will be required on the part of recorders, transcribers, and annota-
tors such that automated approaches may not help. Though such products and ser-
vices will likely not be usable regardless because of unclear privacy and use policies
since the data will be of vulnerable populations in their home. So, it will also be costly,
especially if we ensure that the recorders, transcribers, and annotators are paid fairly
for their time. These are the practical issues surrounding the construction of a more
ethical LLM for academic purposes. This is not to say these issues are insurmounta-
ble, nor in any way meant to discourage the construction of high-quality datasets en-
compassing a diverse range of speakers, languages, and communities. But merely to
highlight that it is critical the field does not engage in “plug and chug” thinking and
attempt to match the speed and scale of current LLMs dataset construction, lest we
risk merely changing who is doing the exploitation and extraction rather than creat-
ing a more beneficent solution. But, regardless of whether an academic LLM is likely
to be developed, currently, LLM research® has consisted primarily of probing models
developed and often hosted by large corporations. The present critiques therefore
hold only until an alternative is developed that resolves these issues.

For example, one promising area of research in developmental psycholinguistics in-
volves training statistical models on more “human-sized data.” Though these would
not necessarily qualify as LLMs given the significantly more modest size of the da-
tasets they are trained on, RSLM may be more apt, as noted in the introduction.
RSLMs are certainly a welcome direction as they stand to minimize data hunger,
which can exacerbate or cause many of the issues that will be discussed. For example,
the recent BabyLM challenge included multiple tracks with different limitations on
training data, with the Strict-small track limited to a ten million-word corpus and the
Strict track to a 100 million-word corpus. Similarly, an earlier RSLM, BabyBERTA,
made modifications to ROBERTA (Liu et al., 2021) and limited the training dataset to
only 5 million words (Huebner et al., 2021). Additionally, Vong et al. (2023) recently
made waves for training a CLIP-based model on paired audio-video data from a

13 And not RSLM or general LM research.
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corpus including transcribed text (37,500 utterances) and video (600,000 frames) from
a single child (6-25 months, 61 hours of recording). RSLMs are beyond the scope of
the present paper, which attempts to focus on clear-cut cases of LLMs, though natu-
rally, some of the potential issues noted for LLMs may be relevant to RSLMs. A proper
survey of RSLMs would be able to go into far greater detail for each model, as RSLM
papers provide much more information about the model and training data. One prob-
lem that uncontroversially remains for both LLMs and RSLMs, however, is how ex-
actly success is determined as discussed in Double Opaque. Currently, the bench-
mark approach is commonly employed to measure success, but such an approach is
entirely dependent on the quality of available benchmarks. If a benchmark were to
contain confounds that a much more limited model could take advantage of, then this
might suggest that generalizing from success on such benchmarks is limited. Indeed,
Martinez et al. (2023) found success on BLiMP (Warstadt et al., 2022; used in BabyLM
(Warstadt et al., 2023)) and Zorro (used to test BabyBERTa; Huebner et al., 2021) using
a 5-gram model. The authors of this paper suggest the LI-Adger (Sprouse & Almeida,
2012) dataset as a better benchmark with fewer linear confounds, but it is important
to keep in mind that as theories develop, we may need to critique and develop bench-
marks to accommodate new confounds we may discover. This comment is certainly
not intended to discourage continued attempts to do more with less, nor is the present
paper aiming its critiques squarely at such approaches, but it is worth keeping in mind
that these practical limitations (i.e., there is no uncontroversial benchmark) will
likely remain. This paper does not seek to critique such approaches outright, as they
are capable of reducing the data-hunger of LLMs, which is likely a central cause of
many of the risks with the development of LLMs that will be discussed in the next
section.

Privacy

One of the primary benefits of transformers is parallelization, which makes
transformer-based architectures faster at processing the same amount of data as ear-
lier models. This, in turn, motivates the construction of larger datasets for training,
with the hope that this will lead to more increases in performance. But these larger
datasets do not come from nowhere. Scraping publicly available data is a pre-existing
issue, and it alone already introduces ethical issues surrounding attribution, existing
bias, and consent more generally (Prabhu & Birhane, 2020). This is because the “move
fast and break things” mentality does not allow for time to ask individuals whether
their data could be used and instead puts the onus on others to opt out. However,
LLMs’ continuous demands for more data may mean that soon, even all the publicly
available text on the internet will not cut it anymore (Villalobos et al., 2022). This
means if scaling continues to be seen as the answer, other sources will have to be
considered. This is especially concerning considering two of the major players in
LLMs handle large amounts of text for their users: Meta via Facebook and Instagram
and Alphabet via Gmail. Though these companies state their current models do not
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use their users' data (Jackson, 2023), they may reach a point where they have to to stay
competitive (or may need to purchase it from others). It may sound unlikely, but some
companies have already begun changing their policies. Zoom recently updated its pri-
vacy policy to state that information from its users’ calls may be used to train a ma-
chine-learning model (Ivanovs, 2023), and Twitter has similarly updated its Terms of
Service to suggest they can do the same despite previously allowing users to opt-out
(Maruf, 2024). Setting those concerns aside, there is a fundamental issue posed by the
internet that has consequences for the data gathered: it is not all nice. This means
datasets can and do include graphic, and even illegal, text and imagery, which can
affect training and, unchecked, reproduce existing biases (Prabhu & Birhane, 2020).
Both these issues suggest a necessity for auditing or developing compensatory correc-
tive systems, however, and this leads to the second cost: labor.

Automation and Labor

There are two labor issues: one has to do with the initial dataset, and the other
has to do with the creation of further datasets. In the case of the former, privacy issues
relate directly to labor and attribution issues. Academic texts are often publicly avail-
able, but like other publicly available texts, this comes with certain conditions - pri-
marily that the article will be credited (typically through citation). Image-generating
transformers highlight this issue in a more straightforward manner, as artists who
had been putting their art online did so under the expectation that their art will not
be used for commercial purposes (e.g., a logo for your lab). However, these image
transformers are 1) used in many ways by end-users who may want to monetize the
outputs of their prompts, and 2) primarily effective thanks to the vast amount of art
produced and put online by humans and, therefore, would perform a significantly
worse if they did not make use of that data. This means many artists see these models
as profiting by providing a service that is built upon their work (in the aggregate) as
well as facilitating and even obfuscating plagiarism. Importantly, obfuscating plagia-
rism becomes an even bigger issue when generative Al is marketed as a replacement
for artists and graphic designers. In such cases, artists can often worry their work is
being stolen to train their replacement.

The second set of issues falls under the umbrella of “data enrichment” labor
(Partnership on Open Al, 2023). This refers to labor intended to improve the perfor-
mance of these models by annotating or creating new data and often takes the form
of annotating data for potential harms or explicating tasks (like coding) in English. In
both cases, US companies run the risk of contributing to ongoing “algorithmic colo-
nization” by suppressing the development of local products abroad while keeping in-
dividuals dependent on the West for these kinds of products and infrastructure (Bir-
hane, 2020). One type of data enrichment involves paying individuals to read, watch,
or look at a lot of content, much of which is likely to be highly graphic in various ways
(e.g., sexually, racially, physically, and so on) to flag whether it violates any laws (e.g.,
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hate speech) or is otherwise undesirable in a model (e.g., violent imagery). Or, in the
case of OpenAl, rather than hiring individuals to do this work, it is instead off handed
to a contractor (like Sama) and outsourced to Kenya, where labor is significantly
cheaper (about $1.46 and $3.74 per hour). To save money, these workers were, of
course, not provided support or access to any counseling services (Perrigo, 2023;
Rowe, 2023). Other kinds of data enrichment labor are also subject to subcontracting.
For example, some data enrichment tasks aim to improve performance of a model in
particular areas (e.g., code, reasoning) and therefore requires creating datasets in
which reasoning is often made explicit or otherwise described in English. OpenAl no-
tably used such annotators in their push to provide code generation through GPT (Al-
bergotti & Matsakas, 2023). Though these issues are, of course, exacerbated when out-
sourcing to contractors in the global south, this growing form of labor is likely to be
subcontracted in the US as well. While pay often starts significantly higher (in the case
of OpenAl, $15 per hour), no benefits are provided (Ingram, 2023), employment is
often precarious, and can be, in the case of data-enrichment jobs for Bard, high-pres-
sure and fast-paced (Chowdhury, 2023), with subcontracted employees having little
to no say in their working conditions (De Vynck, 2023). Domestically and abroad,
LLMs engage in and encourage bad labor practices to attain the level of scale neces-
sary for the performance they would like to advertise. We will now turn to the final
cost we will cover: the environmental costs.

Climate Concerns

LLM companies have, in some cases, decided to abide by best practices and disclose
their estimates of their emissions, but it is important to note that it is difficult to com-
pare estimates without knowing more details about how they were reached (Dodge et
al., 2022; Patterson et al., 2021). LLaMMa 2 reported an estimate of 539 tCO2 con-
sumed during training (Touvron et al., 2023), while external researchers have esti-
mated GPT’s to be 552 tCO2. Regardless, the numbers do look quite high, and that is
because the data hunger naturally translates into many computations being per-
formed over a long period. For context, the lifetime carbon footprint of a mid-size car
(120,000 miles) is 63 tCO2 (Center for Sustainable Systems, 2018, Strubell, 2019). The
average American drove 13,489 miles per year in 2021 (Hardesty, 2023), which means
where a car may take nine years, an LLM takes less than one to emit almost nine times
the carbon. To get a holistic view of the current and potential of LLMs, It is important
to keep in mind that not only are there various companies developing them, but many
of these companies have developed more than one. So far, this article has mentioned
five different models (chatGPT, GPT-3, GPT-4, LLaMMa 2, and PaLM (Bard)), the old-
est of which came out in 2020. It is important to note this estimate is just for pre-train-
ing; they do not account for continued running costs (responding to prompts) and the
various updates that may occur along the way. In the case of the former, it is essential
to keep in mind that these models are not simply “looking up” values in a database
but, rather, are crunching statistics. Practically, this means it is difficult to determine
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what the carbon costs are of a single study with LLMs. However, even if running car-
bon emissions were transparently available, the question of whether and how to
count the carbon emissions during pre-training in these studies would likely remain,
especially as research employing LLMs like GPT-4 to make outsized claims about its
(“cognitive”) abilities may serve to boost their use and perceptions of legitimacy
which may, in turn, contribute to the pre-training of future models. The running costs
are especially relevant if LLMs become a part of daily life as their regular use may
quickly add up. For example, Microsoft and Alphabet have announced their interest
in integrating LLMs into online searches (Reid, 2023; Mehdi, 2023). In 2009, a single
Google search was estimated to be 0.2g of carbon (Hozle, 2009); though there may
have been gains in computational efficiency since then, adding LLMs to the process
may jeopardize these gains. Since this paper was submitted, sustainability reports
have revealed that Alphabet’s carbon emissions have gone up by 48% since 2019
(Milmo, 2024) while Microsoft’s have gone up by 30% from 2020 to 2023 (Hodgson,
2024). These increases will make it significantly harder for both companies to meet
their goals of reaching net-zero emissions by 2030.

It is important to note that many of these companies use carbon offsets or may other-
wise use other strategies or algorithms to optimize energy efficiency (though Bard’s
footprint is unknown, Alphabet is known to use various methods to manage their data
center’s energy usage; Google, 2023). However, there are limitations to strategies that
do not seek to reduce energy usage but instead to either optimize or offset continued
usage. For example, it is unclear whether offsets do what they promise to do, at least
in the immediate timescale. Offsetting can include paying non-profits to plant trees
or distribute energy-efficient gear in the global south. While these approaches may
be great, they are unlikely to offset the carbon in the short run. This is because it can
take decades before a tree offsets the carbon promised by such providers (Fairs,
2021), or because the returns are not as effective as possible since energy consump-
tion in the global north outweighs that in the south; for example, per capita carbon
emissions are 40 times higher in the United States than Kenya (Energy Use Per Person,
2023). Furthermore, some argue that many of the funds that go towards carbon off-
setting go towards projects that would have been carried out regardless, thereby re-
sulting in misallocated resources (Calel et al., 2021). Of course, the biggest concern is
that carbon offsetting does not reduce emissions in the first place (Forster, 2022).
Given the limitations of current offsetting approaches, and the urgency of the climate
crisis, reducing the use of carbon has the highest impact. Finally, it is important to
note that carbon emissions are not the whole story as far as climate costs are con-
cerned. Since data centers are constantly computing, they generate heat and there-
fore require cooling. This requires water, so it is also important to consider the water
extracted from various ecosystems, many of them fairly dry to begin with (Sattiraju,
2020). It is difficult to estimate how much water is used to train and maintain an LLM.
But, this means that a more holistic view of environmental costs includes not only the
carbon offset during pre-training but also a currently-hard-to-estimate estimate offset
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for continued use and fine-tuning in addition to the water used for cooling, especially
if LLMs continue to be integrated into everyday products like online search.

Conclusion

What can LLMs tell us about long-standing debates in word learning? My argument
thus far can be summarized as follows: little more than we could gain from reading
the existing literature. Some may prefer querying an LLM to running an experiment,
constructing their own models, or reading philosophy, and while it is of course not
necessarily impossible some LLM experiment could produce an interesting finding ,
such work is different from theory development. The present issue with LLMs is that
it is not clear how to characterize them, given their novelty and size. My point, how-
ever, is not that LLMs must be like some particular existing theory but rather that
when considering existing debates and the questions they raised, LLMs run into the
same issues most theories in these spaces have run into. They have yet to resolve them
despite hyperbolic claims to the contrary. At best, they sidestep what makes these
questions interesting, and at worst, they ignore psychological plausibility and existing
empirical findings. While NLP researchers are certainly free to decide whether or not
to shape their models based on psychological principles (Lake & Murphy, 2021), we
developmental psycholinguists have no such freedom.

This special issue asks whether LLMs can tell us anything. Most LLM discourse seems
to take this form: what can LLMs do, and what problems could they solve? Joseph
Weizenbaum, one of the however many fathers of Al at this point, said the following
in an interview (ben Aaron, 1985) when asked what the role of computers in education
should be:

"The questioning should start the other way -- it should perhaps
start with the question of what education is supposed to accom-
plish in the first place. Then perhaps [one should] state some pri-
orities -- it should accomplish this, it should do that, it should do
the other thing. Then one might ask, in terms of what it's sup-
posed to do, what are the priorities? What are the most urgent
problems? And once one has identified the urgent problems,
then one can perhaps say, ‘Here is a problem for which the com-
puter seems to be well-suited.” I think that's the way it has to
begin.”

As far as I have seen, no one has articulated why LLMs as such (i.e., GPT-4, Gemini,
etc.)™* are uniquely well-suited to the task of conducting word learning research in

“This is not a critique, as stated repeatedly throughout the paper, of approaches like those in BabyLM
and BabyBERTa. As a reminder, this is because these approaches immediately fail criteria 3 (trained
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light of the clear problems they pose to interpretation (noted in Doubly Opaque), and
the potential costs (noted in Too Costly). It is true that they could in the sense that the
future is unknowable, and LLMs certainly are mysterious, much like the brain, and
yes, they seem impressive. All of this could generate inspiration, ideas, or publica-
tions, but I have yet to see a coordinated plan that takes the interpretative challenges
reviewed in Double Opaque seriously. The costs, in my opinion, are especially
marked given the high-risk nature of the decision to integrate proprietary LLMs into
the field broadly and uncritically. This is not a free lunch, and if we are not pleased
with the consequences of taking this bet, we will still have to pay for it. It is a very live
possibility that LLMs teaches us little about language acquisition, and that we have
contributed much more to the erosion of privacy as an individual right, ongoing social
and financial inequality, climate change, and even more (e.g., amplifying prejudice,
misinformation, security concerns (Weidinger et al., 2021)) in the process.

The past would suggest that we refrain from playing with shiny new toys even if it
seems like they can do absolutely anything. However, if you feel you must, please
deliberate over it and ensure it is worth it for that particular case. Consider whether
there are means of conducting the study without using LLMs (e.g., maybe a home-
grown RSLM would work, or an even simpler model). Stay up to date with best prac-
tices in NLP and consider how they may apply to work in our own field (e.g., perhaps
working towards using standardized model cards for RSLMs as is done for LLMs
(Mitchell et al., 2019)). Considering these points may mean honestly asking oneself
whether a potential paper speaks to big questions or is just provocative and easily
preparable. This may require reading and determining what is under debate now as
well as historically and asking whether LLMs completing some task truly tell us any-
thing. If it fails, can it tell us more than it failed? If it appears to succeed, will we allow
it to confirm our biases rather than conducting further tests and refining our bench-
marks? As in conducting any study, it is critical to approach big claims carefully. Us-
ing the best work in developmental psychology may serve as a good guide - that is,
ensuring other possible strategies for completing a task are not available before
providing strong interpretations based on success (Martinez et al., 2023; Frank, 2023).

Finally, it is critical as a field that we become open to critique over our decisions. The
discipline cannot move forward if discussing questions of value, cost, and ethics is
considered rude, irrelevant, or an attack. We, as cognitive scientists, must be open to
more than just discussions about what LLMs can(‘t) teach us about word learning. We
need frank and honest conversations on whether we should, which means being able
to consider the costs listed above as well as others. Yes, this may be difficult, and yes,
it may be emotional, but given the costs, those moments of personal discomfort are
likely well worth sitting with. Deeply deliberating beforehand about whether to use

on an immense amount of data) in the definition given in How LLMs M Ls. These approaches also
attempt to use fewer parameters, and so are relatively better along criteria 2 than LLMs. It is harder to
determine how many parameters is “too much,” though, relative to words or speech.
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such an LLM also better prepares one to receive and respond to critiques of the sort
provided here. Finally, it is imperative that in pursuing any work using LLMs, cogni-
tive scientists take care not to 1) do free quality control for major corporations and 2)
launder the reputation of their products by suggesting they are human-like and there-
fore further contributing to the hype cycle. The former can be done by ensuring any
paper has a point beyond the simple “LLMs can/’t do X.” The latter can be done by 1)
ensuring hyperbolic claims are not made about LLM capacities within the scientific
community or to the press (Shevlin & Halina, 2019) and 2) including some of the costs
as limitations of the methods and approach. While learning from the past is an indi-
vidual decision at the end of the day, it stands to benefit us all.
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