Language Development Research 188

Models of human learning should capture the
multimodal complexity and communicative goals of the
natural learning environment

Jessica E. Kosie
Arizona State University

Mira L. Nencheva
Stanford University

Justin A. Jungé
Casey Lew-Williams
Princeton University

Abstract: Children do not learn language from language alone. Instead, children learn from social
interactions with multidimensional communicative cues that occur dynamically across timescales. A
wealth of research using in-lab experiments and brief audio recordings has made progress in
explaining early cognitive and communicative development, but these approaches are limited in their
ability to capture the rich diversity of children’s early experience. Large language models represent a
powerful approach for understanding how language can be learned from massive amounts of textual
(and in some cases visual) data, but they have near-zero access to the actual, lived complexities of
children’s everyday input. We assert the need for more descriptive research that densely samples the
natural dynamics of children’s everyday communicative environments in order to grasp the long-
standing mystery of how young children learn, including their language development. With the right
multimodal data and a greater focus on active participation in a social environment, researchers will
be able to go beyond large language models to build developmentally grounded efficient
communication models that truly take into account the dimensionality of children’s diverse perceptual
and social environments.
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Introduction

With the rapid development of large language models (LLMs), many developmental
researchers have begun to see their potential for furthering knowledge of how chil-
dren learn language. To address the question posed in this special issue: “What can(‘t)
Large Language Models (LLMs) tell us about child language acquisition?”, we high-
light the ways in which LLMs differ from child language learners and how these dif-
ferences impact the inferences that can be made from LLMs about how children learn
language.! Our hope is that researchers across fields - including developmental sci-
ence, computer science, linguistics, cognitive science, and artificial intelligence — will
consider and address these differences as they develop LLMs and compare them to
human learners.

One notable contrast between LLMs and human language learners is the amount of
input required for learning. For example, Frank (2023) estimates that to “acquire lan-
guage,” LLMs require 4-5 orders of magnitude more language data than human chil-
dren. How children learn - given this relative dearth of input - is likely due to two key
differences between these two systems: the content of the learning input and the
learning goal.

Recent efforts to compare language models to natural child learning illustrate the im-
portance of going beyond simple prediction of the next word to incorporate features
of learners’ natural input and experience, finding that models that incorporate non-
speech signals and inductive biases are key to linking language models to language
development. For example, Vong and colleagues (2024) demonstrated that a model
trained on correlated visual and linguistic data streams — naturalistic video and audio
data acquired from a head-mounted camera that a child wore regularly from 6 to 25
months - was able to acquire word-referent mappings and generalize object labels to
new referents. While this is an important advance in understanding how infants learn
from their combined visual and auditory input, language learning is much more com-
plex than word-object mapping alone (e.g., Wojcik et al., 2022). In another study,
Lavechin and colleagues (2024) investigated perceptual attunement in infants (i.e.,
the process through which infants become experts at discriminating the sounds of
their native language while losing this ability for sounds not in their language) by ap-
plying a prediction algorithm to clean audiobook data and ecologically valid longform
recordings of children's speech input. They found that, while perceptual attunement
was present in the clean data, it only emerged in the naturalistic data when the

! While we acknowledge that there is a large literature on computational modelling outside of LLMs,
our focus here is on features of LLMs specifically and not computational modelling in general.
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algorithm incorporated language learners’ inductive biases (e.g., a speech prefer-
ence). These results provide important insight about the role of infants’ preference
and expectations in influencing their ability to learn from natural input. As a result,
the authors argue for the importance of model input that reflects learners’ actual ex-
perience, because failing to account for features of real-world, everyday experience
leads to inaccurate conclusions about the complexity of the learning problem and
how human language learners succeed in the face of such a challenge.

The goal of the first widely popular LLMs was to accurately predict words and simu-
late human language given what was gathered from analyzing large bodies of existing
text (Blank, 2023). In contrast, while learning to predict the next word is helpful for
child language learning, the goal of human children is not simply to learn language.
Instead, the ultimate goal of human children is to become active, integrated members
of their social environment (e.g., Casillas, 2023) who can process and respond to input
as it changes across multiple timescales, adapting to in-the-moment communicative
demands. While learning language is in service of this goal, becoming an active mem-
ber of the social environment involves much more than language alone.

Regarding the question of what LLMs can(‘t) tell us about child language acquisition,
we argue that LLMs have limited ability to provide insight into child language acqui-
sition until we can better account for the true complexities of children’s everyday
communicative input. Further, as of now, existing knowledge of the natural input to
the human language learning system is incomplete. While we suggest that large lan-
guage models (LLMs) are limited in what they can tell us about how children learn, the
development and refinement of what we are calling “efficient communication models”
(or ECMs) may get us closer to approximating how humans approach true, multi-
modal learning challenges.

What is the input to large language models? What can they do and what are they
not designed to do?

Using prediction-based processes, LLMs are designed and trained for a wide variety
of uses, including conversation and customer support, linguistic analysis (e.g., se-
mantic & sentiment), evaluation and feedback (e.g., automated grading and com-
ments), debugging and optimizing code, and many others (e.g., Demszky et al., 2023).
To date, none of the well-known models are intended to mirror or model the specific
natural language learning trajectory of human children. Criticizing LLMs for being
poor models of human language learning would be a bit like criticizing helicopters
for being poor models of bald eagles. Nevertheless, LLMs are a new class of entity
exhibiting advanced linguistic competence, and as such, they offer both an
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opportunity to explore principles of language and learning (Futrell & Mahowald,
2025; Piantadosi, 2023), and a collection of computational methods and tools that
could potentially be modified and rearranged in order to produce future viable mod-
els of natural human language learning (see Orhan et al., 2020; Vong et al., 2024).

For language-only LLMs (contrasted with multimodal models currently available, and
discussed more below), tokens are units of meaning: individual words, or words bro-
ken into components (e.g., ambidextrous - ambi & dexterous), or phrases combined
into a single unit (e.g., hit the hay - hit-the-hay). Tokens are converted to vectors in
a high-dimensional space (e.g., 300 dimensions; small-to-large, dark-to-light, good-to-
bad, inanimate-to-animate, etc). These dimensions are discovered from statistics of
natural language; they can be non-linear and their endpoints do not necessarily cor-
respond to human-interpretable words or familiar concepts. Positions in the high-di-
mensional vector space correspond to word meanings, and a sentence can be thought
of as a path through the space. One goal of a language model is to take a given path
through space and predict its future trajectory - to take a sentence or paragraph and
predict what words will likely come next. The process of training LLMs leads them to
encode the transitional probabilities between larger and larger units of meaning
(strings of tokens) in order to make increasingly accurate predictions. The predictions
themselves then become the prize as automatically generated text, which can be boot-
strapped as input into another round of prediction, iteratively generating more and
more complex and sophisticated units of meaning as conversations, essays, entire
books, and more.

While the first several generations of large language models were trained only on to-
kenized text inputs (e.g., LlaMA2, Touvron et al., 2023), in the past couple of years
(and in the time since the first draft of this article), popular “multimodal” models have
been released that operate over several types of information: text, audio, images, and
video (e.g., Gemini Team et al., 2025; Berkovich et al., 2025) and interface with robot-
ics (Gemini Robotics Team et al., 2025; Koubaa, Ammar, & Boulila, 2025).

Predict-next-word is a fair (admittedly approximate) description of the goal when
training language-only LLMs; newer “multimodal” models might be described as to-
ken-context-inference. Some tokens are words and others are features, objects, and
events in a visual scene or video. These models operate over tokens in a substantially
higher-dimension vector space inclusive of visual content — made possible by sophis-
ticated pre-processing in machine vision, and other technical achievements. A sen-
tence of word tokens is a trajectory through vector space and has a visual counterpart
that is a trajectory through another region of this same larger vector space in a region
corresponding to visual features, objects, and events. The context window is the
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number of tokens “actively” considered when predicting the next token. LLaMa2 re-
leased in 2023 had a context window of 4,096 tokens (Touvron et al., 2023). A version
of LLaMa4 released in 2025 has a potential context window of 10 million tokens
(Berkovich et al., 2025). Prediction is one form of inference, and training procedures
increasingly involve more types of inference, e.g., fill-in-the-blank showing the first
and last sentence with the middle sentence missing. Covering part of an image and
inferring what is missing is a visual counterpart to this fill-in-the-blank structure.
Starting from an image and generating a verbal description of the image (or vice
versa) is also a process of inference.

An open-source, natively multimodal LLM, LLaMa4, released in the spring of 2025
(Llama Team, 2025), has specifications that can be used to illustrate the input, goals,
and output of multimodal LLMs. The largest version of LLaMa4 has 2 trillion param-
eters (288 billion active parameters), and is trained on 40 trillion multimodal tokens -
which is not a psychologically plausible amount of information to process, compre-
hend, and remember during the first decade of human life (it would take around
110,000 years for a human to read this much at a rate of 750 tokens per minute). Hu-
man brains have around 100 billion neurons, each with an average of 1000 connec-
tions, although this statistic hides great variability. Depending on the accounting
methods, LLMs and human brains can hypothetically be described as similarly com-
plex, or the human brain could be considered to exhibit a few orders of magnitude
more or less complexity than current LLMs (e.g., for comparison to LLM parameters,
should we count all neurons, only neocortical neurons, only brain areas involved in
communication? Do we count individual neurons, individual synapses, or individual
modifiable proteins or other molecules at each synapse?). Human children are ex-
posed to millions of words each year, but these words are richly embedded in relevant
multimodal interactions, social environments, and spatiotemporal contexts, and it is
another open-ended accounting task to determine how many LLM-input tokens might
correspond to a minute or year of multimodal stimuli presented to a child. As the
transformer architecture is used increasingly to support multimodal models (Gemini
Team et al., 2023; Jiang et al., 2025), new opportunities will arise for using ecologically
valid datasets to train models that communicate.

What is the input to human learners? What are the goals?

The ultimate goal of children’s communicative development, of which language is
one integral part, is to become functional members of their social environments (e.g.,
Casillas, 2023). Next-word prediction (a primary process underlying LLMs) is an im-
portant part of communicative development, but children go beyond this by com-
municating about complex meanings, mental states, beliefs, and goals with others in
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their community. Further, unlike the learning process of LLMs, children’s learning is
shaped by the moment-to-moment pressure to successfully communicate with their
caregivers throughout development (McMurray, 2016).

The input to young learners reflects these complex goals. Child-directed input is mul-
timodal in a quite different sense from multimodal LLMs. Input is deeply multidimen-
sional, incorporating a diverse set of communicative cues. Further, this multidimen-
sional input is highly variable over time and across individuals, communities, and
cultures (Bergelson, Amatuni, et al., 2019; Bergelson, Casillas, et al., 2019; Casillas et
al., 2020; Holler & Levinson, 2019; Kosie & Lew-Williams, 2024a; Piazza et al., 2021;
Ryskin & Fang, 2021; Schatz et al., 2022; Suarez-Rivera et al., 2022; Yu & Smith, 2012).
There is no “one-size-fits-all” characterization of human input, and any model of
learning (language learning included) needs to account for and/or be robust to this
massive variation. Even so, findings in the field of developmental psychology often
emphasize consistency rather than variability across individuals and models of hu-
man learning frequently focus on averages (e.g., the average age of acquisition for a
given word; Kachergis et al., 2022). In order for LLMs to provide insight into human
learning, they must account for the fact that, even in the face of this extreme variabil-
ity, nearly all children around the world learn spoken or signed language. In what
follows, we provide an overview of the complexity of infants’ everyday experience by
briefly highlighting some examples of the multidimensionality of communicative in-
put, describing ways in which it is adapted to infants and children, and identifying
sources of variation in this input.

Speech

In many cultures around the world, caregivers modify their speech during interac-
tions with infants (e.g., Cox et al., 2022; Ferguson, 1964; Fernald et al., 1989; Hilton et
al., 2022; Kuhl et al., 1997; Piazza et al., 2017; Snow & Ferguson, 1977). These modifi-
cations - frequently referred to as “motherese” or “infant-directed speech” (IDS) - in-
clude higher and more variable pitch, shorter utterances, increased repetition, and
simplified vocabulary. Modifications to IDS appear to support infants’ learning by in-
creasing their attention to speech input, enhancing their discrimination of speech
sounds, and helping them to segment words out of continuous speech (e.g., Cooper &
Aslin, 1990; Fernald, 1985; Golinkoff et al., 2015; Graf Estes & Hurley, 2013; Ma et al.,
2011; ManyBabies Consortium, 2020; Soderstrom, 2007; Trainor & Desjardins, 2002).
However, the overall amount of IDS that infants encounter varies across cultures
(Casillas et al., 2020; Cristia et al., 2019; Ochs & Schieffelin, 1984; Shneidman & Goldin-
Meadow, 2012) and, even within a single culture, there is variation in both the amount
and “quality” of IDS (Kosie & Lew-Williams, 2024a; Outters et al., 2020). Variation in
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infants’ experience of infant-directed speech also impacts their preference for this
speech register. For example, infants who experience more IDS in their everyday in-
put show a stronger IDS preference (Outters et al., 2020). Further, caregivers tailor
their use of IDS to their infants’ ages and abilities. While the overall pitch of caregiv-
ers’ speech (a primary feature of IDS) is high when they are interacting with younger
infants, it becomes more adult-like as children get older and produce more mature
vocalizations (e.g., two-word utterances; Amano et al., 2006; Cox et al., 2022). Addi-
tionally, caregivers modify their speech as children learn new words. Roy and col-
leagues (2009) demonstrated, using recordings of the speech directed to a single child
from 9 to 24 months of age, that the mean length of utterances surrounding a word
decreases until the child produces that word and begins to increase afterwards. Sim-
ilarly, Schwab and colleagues (2018) showed that fathers repeat words less frequently
as children’s language skill increases. But caregivers modify IDS from moment to mo-
ment as well, simplifying their speech in response to infants’ babbling, providing
more contingent responses to more mature vocalizations, and increasing pitch when
infants provide positive feedback (Elmlinger et al., 2019; Gros-Louis et al., 2006; Smith
& Trainor, 2008). Thus, in addition to changes in the language (words) that infants
encounter, extra-linguistic features (e.g., pitch and utterance length) vary over time
as well. In sum, even the “speech” input to infants is more than speech alone, is tai-
lored in ways that impact attention and learning, and varies across and within indi-
vidual infants.

Action

As caregivers talk about objects, they frequently act on these objects as well (Karma-
zyn-Raz & Smith, 2022; Meyer et al., 2011; Schatz et al., 2022, 2022; Suanda et al., 2016).
Like speech, infant-directed actions are modified in a variety of ways (including more
enthusiasm, repetition, simplification, larger range of motion, and being performed
close to the infant; Brand et al., 2002) and these modifications appear to enhance both
infants’ attention to actions and exploration of associated objects (Brand & Shallcross,
2008; Koterba & Iverson, 2009; Meyer et al., 2022; Williamson & Brand, 2014). Beyond
enhancing attention and exploration, caregivers’ use of infant-directed action has
been linked to infants’ language learning. Specifically, caregivers’ use of object mo-
tion in synchrony with vowel sounds and words helps infants map labels to objects
(e.g., Gogate & Bahrick, 1998; Matatyaho & Gogate, 2008). Additionally, in order to
learn about actions and their associated labels, infants must be able to segment indi-
vidual action units out of a continuously unfolding stream of activity (e.g., to learn
what “waving goodbye” is, they must be able to find that particular action unit within
all of the motor activity that occurs before and after the hand waving; Friend & Pace,
2011; Golinkoff & Hirsh-Pasek, 2008; Levine et al., 2019). Caregivers’ modifications to
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infant-directed action seem to support this ability - infants more readily identify the
boundaries of action segments when those actions are demonstrated using infant-di-
rected modifications (versus demonstrations that are “adult-directed”; Kosie et al.,
2022). The extent to which caregivers modify infant-directed action varies as well. For
example, Fukuyama and colleagues (2015) demonstrated that, when infants had the
motor skills necessary to perform an action, but were not yet actually performing the
action themselves, caregivers increased the variability of their movements (a feature
of infant-directed action) relative to cases in which the infant already demonstrated
proficiency in the action or did not yet have the motor skill necessary to perform the
task. Thus, it seems that caregivers may tailor their actions to their infants’ abilities,
leading to variation in action input across time and across infants.

Gesture

Gesture, too, is a common feature of everyday caregiver-infant interactions (e.g.,
Goldin-Meadow, Susan, 2005; Kosie & Lew-Williams, 2024a; Rowe et al., 2008;
Schmidt, C. L., 1996; Vigliocco et al., 2019). Like speech and action, caregivers modify
gestures when interacting with infants versus adults. Gestures directed to infants are
much simpler than the gestures that occur in adult-adult interaction and primarily
involve use of deictic gestures, like pointing (e.g., Iverson et al., 1999; Murphy & Mes-
ser, 1977). In interactions with infants, versus adults, gestures are more likely to be
redundant with information contained in speech, reinforcing the message rather
than providing new information (Iverson et al., 1999; Ozcaliskan & Goldin-Meadow,
2005). This gesture-speech redundancy appears to support infants’ word learning in
“typically developing” children as well as those with language difficulties (Booth et
al., 2008; Hollich et al., 2023; Matatyaho & Gogate, 2008; S. Vogt & Kauschke, 2017). In
the longer term, caregivers’ use of gesture is positively predictive of infants’ gesture
use which, in turn, is linked to their language development (Iverson et al., 2008; Rowe
et al., 2008; Rowe & Goldin-Meadow, 2009). However, caregivers’ use of gesture varies
for multiple reasons. For example, caregivers modify and adapt their use of gesture
as infants’ object knowledge and lexical mapping abilities grow over time (e.g., using
more frequent synchrony between words and object motion with younger infants; Di-
mitrova & Moro, 2013; Gogate et al., 2000). Both the type and frequency of caregivers’
gesture use, as well as relations to infants’ communicative development, also varies
across cultures (e.g., Tamis-LeMonda et al., 2012; P. Vogt et al., 2020) and children
growing up in more gesture-rich cultures, like Italy, develop larger and more diverse
gesture repertoires (Iverson et al., 2008).
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Emotion

Caregivers also frequently change their facial movements and tone of voice to convey
emotion. When caregivers address infants, they use exaggerated facial displays of
emotion, sometimes called "emotionese" (Brand et al., 2002; Kosie & Lew-Williams,
2024a; Wu et al., 2021), and a happy vocal tone (Fernald, 1992; Fernald et al., 1989;
Kitamura & Burnham, 2003; Panneton et al., 2023; Singh et al., 2002; Trainor et al.,
2000). Researchers are just beginning to characterize the kinds of emotion displays
that infants observe in their natural environments. For instance, Ogren et al. (2023)
found that despite researchers’ overwhelming focus on canonical facial displays (like
furrowing brows for anger or pouting for sadness), infants rarely see facial configu-
rations that match these patterns in real-world settings. This highlights the im-
portance of descriptive data-driven research on this topic in order to understand how
emotional information co-occurs with speech. Presenting emotional information
concurrently with other communicative cues has several benefits. First, emotional
displays can enhance infants’ attention and engagement. For instance, infants prefer
emotionally charged vs. neutral speech (Kitamura & Burnham, 1998; Panneton et al.,
2006; Singh et al., 2002), actions (Zieber et al., 2014) and faces (LaBarbera et al., 1976;
Reider et al., 2022). Second, emotions provide useful context that can help children
construct complex meanings (Nencheva et al., 2023; Wu et al., 2021). Although we still
have a very limited understanding of how affective displays interact with other com-
municative cues, there is some evidence that vocal emotion may benefit aspects of
children’s language development, such as recognizing words embedded in a speech
stream (Singh, 2008). As is the case with other cues surrounding communication,
emotion displays also vary across individuals (Kosie & Lew-Williams, 2024a) and cul-
tures (Tsai, 2017) both in quantity (e.g., the extent to which caregivers display their
emotions), as well as quality (the specific emotional expressions caregivers use).

Touch

Touch is yet another modality that caregivers systematically use when communi-
cating with infants (e.g., Anisfeld et al., 1990; Feldman et al., 2010; Ferber et al., 2008;
Franco et al., 1996; Hertenstein, 2002; Jean et al., 2009; Stack & Arnold, 1998; Stack &
Muir, 1990). From birth, contact with caregivers has numerous benefits for infants,
including regulating infants’ stress response and increasing positive affect (Feldman
etal., 2002, 2010, 2014; Stack & Muir, 1992) and caregivers use different types of touch
to elicit specific behaviors from their infants (e.g., Hertenstein, 2002; Jean & Stack,
2009; Stack & LePage, 1996). Caregivers also use speech and touch cues in tandem to
enhance communication with infants; their use of speech and touch are frequently
aligned during natural interactions with infants and, when these cues are used
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together, caregiver speech is more exaggerated (i.e., “infant-directed”) and touches
are longer (Abu-Zhaya et al., 2017). Other research demonstrates that caregivers’ sim-
ultaneous use of speech and touch supports infants’ learning of auditory patterns
(Lew-Williams et al., 2019), speech segmentation (Seidl et al., 2015), and word map-
ping (Tincoff et al., 2019). However, caregivers’ use of touch adapts to infants’ chang-
ing behaviors and evolves over time (e.g., Ferber et al., 2008; Jean et al., 2009). The
type of touch that caregivers use also varies across cultures (Franco et al., 1996; Lowe
etal., 2016) and caregivers align speech and touch even more frequently with children
who are deaf and hard of hearing (Abu-Zhaya et al., 2019).

Communication is multimodal

Though we have just described each of these dimensions of communication sepa-
rately, they do not occur in isolation. In fact, our own recent work shows that nearly
60% of the speech that infants hear overlaps with one or more non-speech communi-
cative cue(s) (Kosie & Lew-Williams, 2024a), and there is strong evidence that multi-
modality like this enhances infants’ learning. A substantial body of experimental
work on intersensory redundancy (Bahrick & Lickliter, 2000) has demonstrated that
exposure to multimodal cues helps to direct infants’ attention to relevant features of
input and supports infants’ discrimination of qualities including tempo, rhythm, and
affect (e.g., Bahrick et al., 2002, 2004; Flom & Bahrick, 2007). These effects have been
validated in descriptive, naturalistic research as well. Play bouts in which mothers
simultaneously touch and talk about objects are longer than unimodal bouts and are
more likely to hold infants’ attention (Schatz et al., 2022; Suarez-Rivera et al., 2019;
Suarez-Rivera et al., 2022). In addition to supporting infants’ attention and discrimi-
nation, multimodal input assists young infants’ learning of abstract rules (Frank et
al., 2009) and toddler’s learning of novel words (Booth et al., 2008). Specifically, Booth
and colleagues (2008) found that greater redundancy among communicative cues (in-
cluding speech, gaze, pointing, touch, and object manipulation) during exposure to a
novel word promoted toddlers’ learning of that word. Thus, the multimodality in eve-
ryday communication appears to benefit the infant learner beyond speech or lan-
guage alone.

Depicting - which occurs frequently during everyday communication - involves the
use of multiple cues across modalities to create a physical scene that serves to repre-
sent, or depict, another scene that a person intends to communicate about (Clark,
2016). For example, if someone is talking about the antics of their naughty cat Rex,
they might point to an object on the table, dramatically wave their hand in a gesture
indicating that an object was knocked off of the table, and make a “whooshing” sound.
Together, these components generate a scene that the interlocutor can easily
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visualize in a way that is richer and more precise than if the producer had simply said
“my cat knocked the object off of the table.” In addition to evidence that multimodal-
ity supports attention and learning, it also enhances communication more broadly
through mechanisms like depicting.

One potential way to conceptualize these multimodal cues is as units of information
that facilitate the interpretation of the message being communicated. However, it is
not clear how to conceive of the amount of information gained by each component of
a multimodal event, and it is unlikely that they all contribute equally (i.e., the total
information gained by a multimodal communicative event is likely not simply the
sum of its parts). Somewhat analogous to video where consecutive frames often con-
tain redundancy (Jiang et al., 2025), multimodal input can exhibit varying degrees of
cross-modal correlation and unique information. This leaves open an exciting avenue
for future computational work that seeks to understand how cues are combined to
generate or enhance communicative meanings. Overall, multimodality is a central
component of communication that supports efficiency in processing and learning
and should be accounted for in any model of early learning. As multimodal Al models
advance, it is possible and plausible that they will provide more insight into develop-
ment than large language models alone.

Additional influences on infants’ experience and processing of communicative input

Although the cues we have discussed - speech, action, gesture, emotion, and touch -
underscore the extensive multidimensionality of infants’ natural input, this is not an
exhaustive list of the ways that humans communicate. For example, eye gaze, prox-
imity, and response contingency are all involved in natural communicative interac-
tions and can be modified or tailored in ways that influence learning (e.g., Brooks &
Meltzoff, 2005; Goldstein & Schwade, 2008; Salo et al., 2021). The set of communica-
tive cues in infants’ everyday learning environment spans numerous modalities and
varies both across and within infants.

Beyond just the cues that occur, infants’ experience of communication happens
within a system that is constantly changing (see Thelen & Smith, 1994 for a review).
Factors including infants’ internal states and features of the environment vary at mul-
tiple timescales and influence the way that communicative input is encountered and
processed (Mani & Ackermann, 2018; Outters et al., 2023; Pomper & Saffran, 2019). As
one example, recent evidence suggests that the presence or absence of highly salient
familiar objects may influence infants’ word learning. Pomper and Saffran (2019)
demonstrated that infants were slower and less accurate in looking to a novel object
and learning its name when it was presented alongside a highly salient familiar item.
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When the familiar item was of low salience, infants readily fixated on the novel object
and learned its name, suggesting that something as simple as the identity of surround-
ing objects shapes infants’ processing of communicative input. Infants’ developmen-
tal milestones influence their natural input as well. In addition to changing infants’
view of the world (e.g., Kretch et al., 2014), the manner of infants’ locomotion - crawl-
ing versus walking - elicits different types of verbal feedback from caregivers. Thus,
infants’ language input changes as they acquire a new skill in a seemingly unrelated
domain (i.e., motor development; Karasik et al., 2014).

Within infants’ constantly changing experience, a variety of linguistic and non-lin-
guistic contexts provide stable and predictable cues to support early learning. While
everyday activities in the home (e.g., mealtime, playtime, book sharing) are one com-
monly recognized type of non-linguistic context in which infant learning occurs (e.g.,
Kosie & Lew-Williams, 2024b; Tamis-LeMonda et al., 2019) there is no clear-cut defi-
nition for what does and does not count as “context”. Emotional states, spatial loca-
tions, social and political systems, communities and neighborhoods, and cultural val-
ues and beliefs are all examples of how context arises in infants’ everyday experiences
(Custode & Tamis-LeMonda, 2020; Outters et al., 2023; Rowe & Weisleder, 2020; Roy
et al., 2015; Wu et al., 2021). Context influences infants’ experience in multiple ways:
certain words are likely to occur in specific locations within the home (e.g., “bubbles”
in the bathroom at bathtime or “bye” next to the front door; Custode & Tamis-
LeMonda, 2020; Roy et al., 2015) and caregivers’ use of multimodal cues tends to be
similar from day to day within an activity context but not across different contexts
(Kosie & Lew-Williams, 2024b). The consistency that arises from contexts, broadly
defined, may provide a source of predictability in infants’ otherwise changing envi-
ronment that can be supportive of early learning (e.g., Benitez & Smith, 2012; Roy et
al., 2015; Vlach & Sandhofer, 2011).

Finally, infants and caregivers co-construct the learning environment. A bursting lit-
erature now exists that characterizes infants as active learners who contribute mean-
ingfully to their own learning (e.g., Begus et al., 2014; Elmlinger et al., 2023; Gureckis
& Markant, 2012; Kuchirko et al., 2018; Slone et al., 2019; L. B. Smith et al., 2018; Zet-
tersten & Saffran, 2021). By examining turn-taking and leader-follower dynamics
across modalities, we stand to gain a deeper understanding of how caregivers and
infants jointly shape the features of infants’ everyday experience.

When all of these factors are taken into account, it becomes clear that it is not possible
to characterize everyday input in a way that applies to all infants, or even to an indi-
vidual child, as their input and processing of that input is changing from month to
month, day to day, and even moment to moment. Any model of human language
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learning that does not take into account the complex richness of communicative ex-
perience would be deeply limited in its utility for understanding human language de-
velopment. While there has been progress in diversifying the input to LLMs beyond
language alone, more careful descriptive and computational work is needed to under-
stand the varied and changing nature of input across development and how this input
influences learning in the real world.

How might we conceptualize developmentally grounded efficient communication
models?

In order to develop efficient communication models that map onto human language
development, we need to learn more about the nature of young children’s communi-
cative environments. In particular, developmental scientists will need to devote time,
effort, and resources to the collection of audiovisual corpora that capture children’s
lives. The ideal datasets will have four key features.

First, they will need to harness multimodal communicative behaviors, including
speech, action, gesture, emotion, touch, and more (e.g., Kosie & Lew-Williams,
2024a). This will make it possible to explore the dynamics of eye gaze, physical prox-
imity, body pose, and interactions with objects and events, all of which are among the
many components of successful communication. The potential of this approach can-
not be overstated, as the field will go far beyond industry-generated approaches that
scrape textual data from the internet. As an example: Documenting how well-timed
instances of words can be reinforced with gestures or emotional displays, all within
the context of social routines like mealtimes, will be far more useful to the develop-
ment of plausible models compared to streams of decontextualized unimodal text.
Further, input that is tailored to the learner’s current knowledge and abilities may
scaffold learning better than input that is randomly structured over time.

Second, it will be important to follow the same children over developmental time,
from birth onward (e.g., Long et al., 2024; Sullivan et al., 2021; Vong et al., 2024). This
will make it possible to pinpoint how children make incremental gains in learning,
with trial-and-error behaviors that are inherent in children’s physical, communica-
tive, and social lives. While scientists have carried out excellent experimental work
on infant cognition and sociality, experiments inherently treat development as dis-
continuous. An embracing of continuity, spanning milliseconds and years, will be
needed to create comprehensive models.

Third, rather than focusing on the child alone, or the child and one parent (as is typi-
cal in developmental research), corpora should be representative of children’s rich
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social environment. The presence or absence of caregivers, siblings, friends, and
members of the wider social network can substantially change the nature of chil-
dren's communicative input and impact their language development (e.g., Bulgarelli
& Bergelson, 2024; Kosie et al., 2022; Okocha et al., 2024). Further, children’s language
development is driven by the desire to connect with and be understood by others
(Bloom, 2013). A model that reflects human-like communicative development would
include such social goals and would be trained in a contingent communicative envi-
ronment (with human or artificial agents). Examining the multifaceted influences of
a child's social connections - as they change from moment to moment and over longer
periods of time - will allow us to better approximate how children achieve the goal of
becoming an active member of their social environment.

Finally, scientists will need to prioritize variability across contexts, cultures, and com-
munities (Kline et al., 2018; Singh et al., 2023). By capturing the lives of children and
families from diverse communities, we will be able to frontload the idea that there
are many pathways toward outcomes that matter in context. We will be able to under-
stand the true variation in early language learning, as opposed to attempting to create
one model that learns like the average infant. This approach will yield ‘large’ amounts
of data, but critically, these data correspond to a developmentally plausible amount
of data, enabling us to learn how infant brains and bodies - situated in diverse social
environments - make efficient gains in learning.

Recordings of everyday lives will be only the first step. Beyond this stage, scientists
spanning many fields will need to collaborate on the development of tools that pro-
vide accurate, automated annotation of behaviors of interest (e.g., Weng et al., 2022),
as comprehensive hand coding will be impossible given the volume of datasets com-
ing to our field in the next decade or two. Although many annotation programs cur-
rently exist - spanning domains such as language, emotion, visual object perception,
gestures, bodily movements, proximity, or their combination - few have achieved ac-
curacy on par with human coders. This is because real life does not fit into the neat
categories put forth by the last half-century of psychological research. For example,
basic emotion categories do not map onto the real emotion experiences or displays in
children’s lives (Ogren et al., 2023); and speech does not arrive to the child’s brain in
a noise-free, single-stream, grammatically coherent way, but instead comes from a
noisy kin network with constant restarts and imperfections. Further, most of these
tools have been trained on adult-adult interactions and are not tuned to the specifics
of infant-directed or infant-generated communicative signals. To make the challenge
even harder, infants change a lot over time, and no individual tool will be able to keep
up. Computer scientists will need to engage with psychologists, neuroscientists, and
linguists to achieve higher accuracy with automated annotation.

Volume 5, Issue 1



Language Development Research 202

These suggestions may appear contradictory to our statement that we need to develop
efficient communication models, as including all of this information seems like it
would actually make LLMs less efficient. However, this may be an example of how
“efficiency” means different things for a human versus a machine. While it is cur-
rently a computational challenge for LLMs to simultaneously integrate multiple
streams of data across modalities, this integration may require substantially less ef-
fort for humans. For example, it has been demonstrated that adults process multi-
modal communication (i.e., speech and gesture combined) faster than unimodal
communication (i.e., speech alone; see Holler & Levinson, 2019 for a review).

To first approximation, an ECM - benchmarked to human communication learning -
is one that can take the same quantity and quality of data input as a child receives over
a relevant developmental window (e.g., birth to age 5) and then communicate as ef-
fectively as a (median) child of that age. With such a benchmark established, effi-
ciency gains can be operationalized by restricting the data input to less than this quan-
tity and achieving similar results - thus achieving and quantifying (in the hypothetical
future) super-human efficiency in the acquisition of communication. However, as-
sessing the models’ communicative ability should go beyond simply predicting lan-
guage and may include, for example, accomplishing more complex social goals
within the context of the child’s everyday environment. While instructions for actu-
ally building such a model are beyond the scope of the current paper (and of the cur-
rent authors), it seems likely that more interactive training would be required, where
a model would not simply receive language and multimodal input, but actually inter-
act with humans or other machines.

With multimodal, longitudinal, densely sampled, contextually grounded, and cultur-
ally diverse datasets at our disposal, and with validated tools for automated annota-
tion of natural behaviors, we will be positioned to take models to the next level, far
beyond existing LLMs. This will herald an era of understanding how machines can be
genuinely intelligent, with reciprocal implications for understanding the nature of
children’s early learning. GEMINI (Gemini Team et al., 2023), as just one example,
has made incredible progress toward incorporating more dimensions of multimodal-
ity into their model (specifically, image, audio, video, and text). Even so, fully com-
prehensive datasets that capture the diversity of natural human communication will
take decades to do right. In the meantime, continued incremental progress in this
endeavor will generate new insights into the dynamic experiences that support chil-
dren’s learning as well as catalyze advances in Al.
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Conclusion

To return to the question posed in this special issue: “What can(‘t) LLMs tell us
about child language acquisition?” we suggest that LLMs do provide insights into po-
tential mechanisms that support language learning, but substantial work remains for
illuminating how children actually learn language from their natural input. For ex-
ample, the success of LLMs demonstrates that large text corpora (even in the absence
of multimodal and social information) contain a lot of information that enables a
model to produce and respond effectively to language. The success of current LLMs
additionally underscores the power of prediction as a mechanism of language learn-
ing. However, just because LLMs can learn language from their restricted textual in-
put, it cannot be inferred that this is how infants learn language via their everyday
input.

The everyday communicative environment of infants and young children is incredi-
bly rich and varied, while the primary source of input to LLMs is textual (and some-
times visual) corpora. Focusing on only one or just a few dimensions of input (like
language alone or language and objects) vastly reduces the richness of experience,
and if we attempt to understand human learning from this simplistic picture of input,
we only learn about what infants can do under restricted and unusual circumstances.
If we want to know what infants actually do do, and avoid making inaccurate conclu-
sions about how infants deal with the true complexity of the language learning prob-
lem (e.g., Lavechin et al., 2024), we need to understand the full complexity of the mul-
timodal, contingent, dynamic input with which they are actively engaged and how
this input supports them in becoming integrated members of their social environ-
ment. While advances in artificial intelligence - as of 2025 - are making progress in
integrating across particular modalities (Gemini Team et al., 2023; Orhan et al., 2020;
Vong et al., 2024), they will not be able to tell us much about how human infants and
children learn until they can be immersed in real-world environments and adopt the
communicative goals of young learners.
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