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acquisition: steady use of phonological detail from preschool to 

2nd grade  
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Claudia K. Friedrich 
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University of Tuebingen, Germany 

 
Abstract: We tracked the developmental path of aspects of spoken word recognition in the beginning 
years of reading acquisition in German L1 speaking children. Speech processing of phonological fea-
ture variation in voicing was tested in preschool, 1st and 2nd grade. During the word onset priming test, 
spoken words (targets; “Kino”, Engl. cinema) followed spoken syllables (primes) that were either iden-
tical to target word onsets (“Ki“), deviated in the onset speech sound in voicing (“Gi”) or were unrelated 
(“Ba”). Event-related potentials (ERP) and lexical decision latencies were recorded. Results showed a 
comparable pattern from preschool to 2nd grade. ERP effects emerged around 100 – 300 ms, replicating 
previous findings for voicing variations. Children’s faster lexical decisions with increasing age were 
not paralleled in ERP timing differences between age groups. Thus, from a developmental perspective, 
emerging and increasing reading skills might not relate to increasing sensitivity for phonological fea-
ture variation in the tested aspects of spoken word recognition. 
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Introduction 
 
Speech unfolds over time and so word beginnings diverge when more identifying in-
formation becomes available for that word. Adult listeners habitually predict words 
before all the information is available in the speech stream. They appear to face this 
sequential nature of speech by parallel processing of multiple words. They consider 
several word candidates that match the input at a given point in time. This parallel 
processing is a basic feature of psycholinguistic models of spoken word recognition 
(e.g., Marslen-Wilson, 1987; McClelland & Elman, 1986; Norris & McQueen, 2008; for 
review see Weber & Scharenborg, 2012). The strength of activation reflects overlap as 
well as mismatches between the input and stored words (e.g., Allopenna et al., 1998; 
Soto-Faraco et al., 2001). The mismatch is detected at the level of phonological fea-
tures (as an example for a phonological feature, namely voicing, consider the differ-
ent onset of the English words “bin” and “pin”). A single feature mismatch is enough 
to delay spoken word recognition (e.g., Friedrich et al., 2009), while more feature mis-
matches add further delay (e.g., Connine et al., 1993; Slowiaczek et al., 1987). In the 
present study, we aim to track the developmental trajectory of sensitivity to such pho-
nological feature variation in voicing variations in children during the onset of read-
ing acquisition in middle childhood. This developmental period has been associated 
with the plasticity of phonological processing (e.g., Goswami, 2000).  

Initially, enhanced phonological processing in readers was demonstrated by perfor-
mance in tasks that measure explicit understanding and processing of speech units 
(phonological awareness in general, or phonemic awareness for single speech sounds in 
particular; Anthony & Lonigan, 2004; Goswami, 2000; see also Caravolas & Bruck, 
1993; Hulme et al., 2005). For example, reading children outperformed prereaders on 
phoneme segmentation(Ehri & Wilce, 1980; Treiman & Cassar, 1997; Tunmer & 
Nesdale, 1985), and literate adults outperformed illiterate adults on phoneme addition 
and deletion (Morais et al., 1979). Whether reading experience only affects metalin-
guistic, post-lexical levels (skills associated with phonemic awareness; see Cutler & 
Davis, 2012; Mitterer & Reinisch, 2015) or also earlier stages of speech processing (like 
pre-lexical and lexical stages before word access, henceforth automatic stages) itself 
is disputed. Some authors have argued that reading experience updates aspects of 
spoken word recognition (e.g., Dehaene et al., 2015; Harm & Seidenberg, 2004; 
Muneaux & Ziegler, 2004; Pattamadilok et al., 2010; Taft, 2006; Ziegler & Ferrand, 
1998). They assume that phonological representations along the speech recognition 
pathway are restructured by reading and its precursor functions such as phonological 
and phonemic awareness and grapheme knowledge (Dehaene et al., 2015; Harm & 
Seidenberg, 2004; Taft, 2006). So called “orthographic consistency effects” seem to 
back up the assumption that orthographic information is involved in auditory word 
activation in metalinguistic tasks. For example, listeners tended to identify rhyming 
word pairs faster, when the pairs shared similar phonology and orthography (e.g., 
“house – mouse”) as when the spelling differed between the words (e.g., “flow – 
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though”; Pattamadilok et al., 2007, 2014; Perre et al., 201; Ventura et al., 2004; Ziegler 
& Ferrand, 1998). Furthermore, brain imaging revealed that when listening to speech, 
adult readers showed higher activity in brain regions which are associated with pro-
cessing phonological information (compared to illiterate adults; Chang et al., 2010; 
Dehaene et al., 2010; Mesgarani et al., 2014; see Monzalvo & Dehaene-Lambertz, 2013 
for a replication with 6-year-old reading vs. non-reading children). However, other 
studies have questioned the existence of an intimate relationship between online 
speech processing and literacy. For instance, by comparing brain activity to speech 
perception tasks in adults with varying degrees of literacy skills (from illiterate to pro-
ficient readers), Hervais-Adelman et al. (2021) did not find evidence that direct brain 
responses to speech differed between groups with different literacy levels. Instead, 
the authors suggested that literacy instead might rather promote connectivity be-
tween different brain regions that are involved in speech processing, like graphomo-
tor areas and the left posterior superior temporal gyrus, which is associated with the 
categorical representation of speech sounds. 

The analysis of event-related potentials (ERPs) provides detailed insight in temporal 
processes of word recognition and is suited to investigate word activation processes 
during an unfolding speech signal. In relation to potential orthographic effects that 
might occur while listening to spoken language, ERPs have, for example, been used 
to investigate word-level based auditory orthographic consistency effects through 
various tasks, such as lexical decision tasks (Perre & Ziegler, 2008), rhyme judgement 
tasks (Pattamadilok et al., 2011) or non-linguistic Go-NoGo tasks (Perre et al., 2011). 
Those studies found considerable evidence of an activation of orthographic cues as 
early as 100 – 300ms after word onset.  

Using the ERP analysis, we previously tried to take a closer look at which factors of 
reading acquisition might potentially modulate word activation at automatic and post-
lexical stages of speech processing and sensitivity to phonological feature variation 
(Bauch et al., 2021). For 10 weeks, pre-literate 6-year-old German native speaking pre-
schoolers participated daily in short games that were either targeting skills in phone-
mic awareness (solely or in combination with grapheme knowledge, e.g., onset pho-
neme identification tasks among others) or took part in a control intervention that 
trained arithmetic skills (for detailed information about the control training, see 
Schild et al., 2020). In the phonemic trainings, children were especially sensitized for 
a set of phonemes that differed in the German language only in one phonological fea-
ture, namely voicing feature (/g/ and /k/). After the training had taken place, we were 
interested in whether the specific training in precursor functions of reading might 
modulate the processing of subtle phonemic mismatch in comparison to the control 
group. All children participated in a word onset fragment priming paradigm with a 
lexical decision task. We tested sensitivity to phonemic mismatch by means of ERP 
amplitude differences and reaction times. Children listened to target words that were 
preceded by prime syllables that either matched in their initial phoneme (Identity 
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condition, e.g., “Ki – Kino”, Engl. cinema), differed in the voicing feature (Variation 
condition, e.g., “Gi – Kino”) or were unrelated (Control condition, e.g., “Ba – Kino”).  
In previous studies using the same paradigm, adults (e.g., Friedrich et al., 2009) as 
well as reading preschoolers and 2nd grade children but not preliterate preschoolers 
(Schild et al., 2011), depicted a graded activation pattern of response times and ERPs 
that depended on the goodness-of-fit between the onset phoneme of syllable prime 
and target word. In those studies, prime-target pairs varied in place of articulation 
(e.g., “Non – Monster”) and revealed differentiating ERP amplitudes emerging be-
tween 300 – 400ms (referred to as P350 effect) after stimulus onset, indicating that 
participants used phonological feature variation for multiple word activation during 
lexical access. While the effect manifested bilaterally in preschool children, 2nd grad-
ers showed a left-lateralization that was comparable to the pattern found in adults 
(e.g., Friedrich et al., 2009), indicating developmental plasticity in hemispheric lat-
eralization that might be independent of literacy acquisition. From these results, we 
concluded that multiple activation of phonological matching word forms in pre-read-
ing preschoolers appeared to be more tolerant to variation in place of articulation 
than in reading children and adults. Reading children potentially might use more 
phonological detail than pre-readers for activating word candidates that match the 
input (as reflected in graded P350 effects in their ERPs).  

Results from the training study (Bauch et al., 2021) partially backed up those previous 
findings: While reaction time latencies indicated similar post-lexical processing of the 
phonemic mismatch in all training groups and an adult control group, we found evi-
dence for enhanced phonological processing at early stages of phonological percep-
tion (around 100 – 300 ms after stimulus onset) bilaterally over anterior regions for 
children in the phonemic trainings only. ERP amplitudes to matching prime-target 
pairs and partially mismatching prime-target pairs revealed that preliterate pre-
schoolers who participated in a phonemic awareness training processed phonemic 
variation with more sensitivity than preliterate preschoolers who had received the 
control training. Specifically, mismatching word onset feature started to impact 
speech processing around 100 ms after word onset, which is a time window that was 
previously associated with the N100/T-complex and enhanced early auditory and pho-
nological analysis of speech input, as well as auditory attention mechanisms (Con-
nolly, 1993; Diesch & Luce, 2000; Näätänen & Picton, 1987; O'Rourke & Holcomb, 
2002; Poeppel et al., 1997; Sanders, Newport, & Neville, 2002; Wolpaw & Penry, 1975). 
Altogether, we concluded from our previous studies (Bauch et al., 2021; Schild et al., 
2011) that like adults (Friedrich et al., 2009; Schild et al. 2012), children use phonolog-
ical detail for processing spoken language and that processing of phonological detail 
might be enhanced in children who either have explicit reading expertise (Schild et 
al., 2011) or have been trained in precursor functions of reading (Bauch et al., 2021), 
compared to same aged children without reading-related training. The results also 
indicated that different phonological features might be processed at different pro-
cessing stages, although direct comparisons between the studies could not be drawn 



 Language Development Research  
 
 
 
 
 

Volume 5, Issue 3 
 

5 

due to methodological differences and different levels of literacy experience between 
the participants.  

To further investigate the role of reading expertise on phonological processing of spo-
ken language especially in a longitudinal approach, in the current study we followed 
up the children of our training groups in a longitudinal approach. We aimed to gain 
more insight in the development of phonological representations beyond a cross-sec-
tional comparison as done in Schild et al. (2011). Furthermore, we were interested in 
how phonological processing of voicing alterations might develop during the first 
years of formal reading instruction. Specifically, we sought to investigate whether the 
found enhanced phonological processing of voicing alterations in the trained chil-
dren might be a short-term product of the training or might undergo further develop-
ment after the children started learning to read. Children from our training study 
(Bauch et al., 2021) were re-invited to our laboratory at the end of their first and their 
second grade. The subjects participated in the same word onset priming paradigm 
with identical stimulus material as during preschool assessments (see Bauch et al., 
2021). If enhanced sensitivity to voicing mismatch during phonological encoding was 
a temporal by-product of our explicit phonemic awareness training tailored to this 
phonological feature, this effect in the children might have vanished after a year of 
attending 1st grade. However, if increasing levels of phonological awareness and read-
ing skills through formal teaching directly relate to increasing sensitivity for phono-
logical feature variation in early automatic speech processing, we expected a stronger 
priming effect for ERPs as well as for reaction times in 2nd graders, compared to 1st 
graders, compared to preschoolers.  

Methods 

Procedure 

All participants were part of a training study that was conducted during their final 
year of kindergarten in their respective kindergarten institutions (approximately 6 
months prior to entering elementary school, a transition that is accomplished in Ger-
many within the 6th year of life). The children received a training of precursor func-
tions of reading (phonemic awareness training only or in combination with letter 
knowledge) or an arithmetic control training (details see Schild et al., 2020). In total, 
N = 102 monolingual children participated in the training study. Ten additional bilin-
gual children also attended the training to maintain the integrity of the pre-school 
groups, but they did not participate in the study and data collection. After the ten-
week-training period, the preschoolers took part in an individual testing session last-
ing about 30-40 minutes, in which we obtained explicit measurements of language 
and general cognitive abilities. Furthermore, the children attended one session at our 
laboratory. Here, they conducted a reaction time experiment with EEG recording that 
took about 30-40 min to complete.  
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All children and parents were invited to participate in two follow-up sessions at the 
end of 1st and 2nd grade. We obtained measures of reading skill as well as explicit meas-
urements of language (about 60 min) for 1st and 2nd graders. We repeated the reaction 
time experiment with EEG recording with the pupils in each grade in an additional 
session at our laboratory (about 30-40 min, more details below). 

Participants 

The trainings were carried out at local kindergartens in the city of Tuebingen, Ger-
many. Before the training started, parents and children received written information 
about the project and gave their written consent to participate in the whole study (in-
cluding all three measurements). The ethical committee of the German Psychological 
Association (Ethikkommission der Deutschen Gesellschaft für Psychologie, 08.2014) 
advised us regarding the procedures we adopted in this study. There were no ethical 
concerns raised by the committee.  

Originally, we invited all children from the former training study (Bauch et al., 2021) 
to again participate in the longitudinal study. Because the ERP analysis results dif-
fered for preschoolers from the phonemic training groups and the control training 
group, we did not plan a collapse of all data for the present study. Instead, we aimed 
for separate analysis for the different training groups. Unfortunately, only 9 children 
from the original control training group (N = 21) contributed complete data for all 
three points of measurements (preschool, 1st and 2nd grade), which led to inconclusive 
analysis results for this particular group of participants. Hence, for the present study 
we only considered data from children who had previously received one of the two 
phonemic interventions1. This sample included N = 46 children (n = 24 from the pho-
nemic awareness only group, n = 22 from the combined phonemic awareness and let-
ter knowledge group).     

A detailed description of training results is presented in Bauch et al. (2021). As pre-
post-intervention comparisons in the intervention study revealed, both groups with a 
phonemic training showed an increased performance on phonological awareness test 
compared to the control group. Furthermore, ERP analysis revealed sensitivity for 
phonological mismatch in both groups with a phonemic awareness training, but tol-
erance for phonological mismatch in the control group. In neither the phonological 

 
1 In the original analysis reported in Bauch et al. (2021) we found that children from both phonemic 
trainings showed similar ERP processing in the time window of interest (100-300ms), but not the con-
trol group. For the present longitudinal analysis, we therefore planned separate analyses for the pho-
nemic groups and the control group. As only 9 children of the control group contributed complete data 
sets over the two follow up years, we decided to drop the control group from further analyses. We 
decided to refrain from merging the 9 valid data sets from the control group with the 28 data sets from 
the phonemic training groups because of the previously found differences in the baseline neurophys-
iological processing of the phonemic groups and the control group.  
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awareness test nor in ERPs, did we find group differences between children that re-
ceived a pure phonemic awareness training and children with a combined phonemic-
orthographic training. Additionally, we compared preschooler’s letter knowledge be-
fore and after the training. However, there was no significant difference between the 
growth of letter knowledge between these children and children of a group that exer-
cised on precursor functions of mathematical abilities. This indicated that there was 
no advantage of letter knowledge in any of the training group that exceeded matura-
tion effects. Consequently, we decided to collapse data sets from both phonemic 
awareness training groups for the present analysis.  

From the 46 preschoolers who had received phonemic awareness training, 28 fulfilled 
the following inclusion criteria: (1) Parents of the child were native speakers of Ger-
man and German was the only language spoken at home. (2) The child was not iden-
tified as an early reader in preschool via the “Ein Leseverständnistest für Erst- bis 
Sechstklässler” reading test (ELFE 1-6, Lenhard & Schneider, 2006). A child was 
considered to be an early reader in this test when they were able to read aloud single 
unknown words at the subtest “Word Comprehension”. (3) The child was not able to 
read words (except for their own name) in preschool. (4) The child participated and 
completed all standardized tests in all three points of measurement (preschool, 1st 
grade, 2nd grade). (5) We were able to obtain EEG recordings from the child at each 
point of measurement that provided enough segments for analysis (i.e., EEG record-
ings contained only a minimal amount of noise and provided a minimum of 15 seg-
ments per condition (40% of segments per condition) for ERP analysis). (6) The child’s 
error rate in the lexical decision task was below the cut-off rate (for missing words > 
20%; for incorrect responses to pseudo-words > 80%). (7) In 1st as well as in 2nd grade, 
the child’s scores in the reading test “Würzburger Leise Leseprobe - Revision” (WLLP-
R, Schneider et al., 2011) and in all subtests of the phonological awareness test “Test 
zur Erfassung der phonologischen Bewusstheit und Benennungsgeschwindigkeit” 
(TEPHOBE, Mayer, 2011) were at least at average or above average. The final sample 
size of N = 28 aligned with sample sizes of previous studies with the same paradigm 
and analysis design in children and in adults, which yielded robust findings of the 
effects in question (e.g., for children: n = 21-24 in Bauch et al., 2021; n = 13-19 in Schild 
et al., 2011; for adults: n = 20-25 in Friedrich et al., 2009; Schild et al., 2012). Thus, we 
considered the sample size sufficient for analysis. Out of the 28 datasets we consid-
ered for the present analysis, n = 13 had received a combined phonemic-orthographic 
training in preschool.  

Table 1 summarizes demographic information and sample characteristics. Preschool 
children did not have advanced reading skills, but rudimentary knowledge of letters 
(e.g., knowledge of the letters in their given names). At preschool, all children scored 
at least average in the phonological awareness test TEPHOBE. For none of the chil-
dren, parents reported neurological or hearing problems. All children had normal or 
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corrected to normal eyesight. Handedness for all participants was obtained via the 
“Edinburgh Handedness Inventory” (EHI, Oldfield, 1971).  

Training of phonemic awareness 
 
Children received a daily training of phonemic awareness over a period of ten con-
secutive weeks. Each session ran for approximately 10 to 15 minutes and was con-
ducted by instructed collegiate and doctoral members of the Department of Psychol-
ogy, Eberhard-Karls-University Tuebingen, Germany. Each session consisted of two 
to three short games that focused on the training of phoneme onset detection (e.g., 
identifying the first sound in a given object) and on the training of phoneme synthesis 
and analysis (e.g., segmenting words to their single phonemes and vice versa, e.g., 
segmenting the word “gold” in its respective phonemes). The training program was 
adapted from Küspert and Schneider (2008) and Plume and Schneider (2004). For 
more details on the training study materials, see Bauch et al., (2021). 

Table 1. Demographic data and mean results of the standardized tests 
 
Variable Preschool 1st Grade 2nd Grade 
Sex (male/female) 16/12 16/12 16/12 
Mean age (SD)a 73.78 (4.71) 85.92 (5.03) 96.60 (5.13) 
Mean LQ (SD) 54.86 (57.31) - - 
Mean TEPHOBE 
(SD) Total Score 

21.64 (3.90) 24.25 (3.70) 26.28 (1.18) 

Mean Letter 
Knowledge (SD); 
capital/small let-
ters 

11.00/7.64 
(4.09/3.92) 

- - 

Mean WLLP-R 
(SD) 

- 43.28 (13.68) 73.32 (19.55) 

Note. Presented results include standardized tests on handedness (LQ; Oldfield, 
1971), phonological awareness (max = 28, TEPHOBE Total Score; Mayer, 2011), let-
ter knowledge (max = 15 for capital and small letters) and reading speed (max = 140, 
WLLP-R; Schneider et al., 2011). By the end of the 1st and 2nd grade children knew 
all capital and small letters from the letter knowledge test. Reading speed was only 
assessed at 1st and 2nd grade, handedness LQ was once measured at preschool. a In 
months, at post-test. Laterality index (LQ) between -100 to -29 indicates left hand-
edness, LQ between -28 to 48 indicates no preference in handedness, LQ between 
49 to 100 indicates right handedness. 

 
Test materials  
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Phonological awareness was tested during preschool, 1st grade and 2nd grade. Reading 
skills were obtained in the two follow-up sessions in school. Handedness was tested 
once in preschool.  
 

Phonological awareness. Phonological awareness was measured with the 
TEPHOBE (Mayer, 2011). This test is available in a version for preschoolers and 1st 
graders combined and a version for 2nd graders. The TEPHOBE version for preschool 
children and 1st graders contains the four subtests Synthesis of Onset and Rhyme, Pho-
neme Synthesis, Rhyming, and Categorization of Initial Sounds. Due to ceiling effects in 
the preschoolers, we decided to test 1st graders with the TEPHOBE version for 2nd grad-
ers. This version contains five subtests, Rhyming, Categorization of Onset Phonemes, 
Categorization of Offset Phonemes, Phoneme Elision and Phoneme Reversal. The latter was 
excluded as it did not assess a skill relevant for our research question.  
 

Letter knowledge and reading skills. The children were asked to name 15 cap-
ital and their corresponding small letters to measure their rudimentary letter 
knowledge in preschool (G, K, B, P, A, E, I, U, O, D, T, S, W, H, R). We tested 1st and 
2nd graders once with one version of the WLLP-R (Schneider et al., 2011). This reading 
test assesses reading speed in elementary school children. The WLLP-R is available 
in two versions, which contain the same items but in changed sequence. 1st graders 
were tested with the A version, 2nd graders with the B version. In preschool, we used 
the ELFE 1-6 (Lenhard & Schneider, 2006) to identify early readers who were later 
excluded from the study. The ELFE 1-6 measures reading comprehension of 1st to 6th 
graders in three subtests (Comprehension of Words, Comprehension of Sentences, Compre-
hension of Texts). Children were excluded when they were able to read and understand 
words that were given in the subtest Comprehension of Words, ergo when they were 
able to read single given words. 
 
Experimental stimuli and procedure 
 
The experimental material was identical to the material we used in Bauch et al. (2021). 
We used 74 monomorphemic disyllabic German nouns as targets (see Table A1 in the 
appendix). All of the nouns were stressed on the first syllable. Half of the nouns 
started with the phonemes /g/ or /k/, the other half started with /b/ or /p/. The latter 
phonemes had not been a set of sounds that we trained in the interventions and served 
as a set of control phonemes that also differed in the voicing feature, in order to track 
potential generalization effects across different set of phonemes. 74 pseudo-words 
were added as distractors for the lexical decision task. We generated them by extract-
ing the second syllable of each target word and substituting them with the second 
syllable of another target word. For example, the second syllable of “Kino” (Engl. cin-
ema) was inserted as the second syllable in “Buerste” (Engl. brush) and vice versa, 
resulting in the two pseudo-words “Kite” and “Buerno” (both words do not exist in the 
German language). Primes were created from the first syllable of each target word. 
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The prime-target combination varied across three conditions. In the Identity condi-
tion, prime and target completely matched (e.g., “Ki - Kino”). In the Variation condi-
tion, the prime varied from its assigned target in the voicing of its initial sound (e.g., 
“Gi - Kino”). In the Control condition, the prime and the target were unrelated insofar 
as their first syllables contained different phonemes and, additionally, the first pho-
neme differed in place of articulation as well as in voicing to maximize differences 
between prime and target (e.g., “Ba - Kino”). Furthermore, prime-target pairs in the 
control condition never matched in the respective vowels following the initial conso-
nants.  A pseudo-word appeared instead of a target in 33% of the trials. Primes and 
pseudo-words were combined according to the different conditions in the same way 
as the primes and targets. Targets appeared once in each condition, pseudo-words 
only once in total. 

A male and a female native German speaking actor and actress produced the spoken 
material. The primes were taken from words spoken by the male speaker while the 
targets and pseudo-words were taken from the female speaker to prevent mere acous-
tical priming effects. None of the speakers was aware of the purpose of the study. 

Children completed a unimodal auditory word fragment priming experiment with 
EEG recording. In total, 296 trials (222 targets and 74 pseudo-words) were presented, 
which appeared in twelve blocks. In eight blocks, the children listened to 25 trials and 
in four blocks to 24 trials. Targets were not repeated within a block. Trials were ran-
domized within each block. The sequence of the blocks was balanced across partici-
pants. We introduced the experiment as a “Word-Catching-Game”. Children were in-
structed to press the space bar as fast and as correctly as possible whenever they 
heard a real word and refrain from responding whenever they heard a pseudo-word. 
Each trial started with the presentation of a fixation picture (1x1 cm, a smiley) in the 
middle of the screen. After 500 ms the auditory prime was presented. The auditory 
target or a pseudo-word followed 200 ms after offset of the prime to create a compa-
rable and adequate baseline period for the ERPs. Visual feedback (3x7 cm) was pro-
vided for about two seconds in every case the child responded correctly to a target (a 
smiley flying into a basket) or incorrectly pressed the space bar for a pseudo-word (a 
little ghost appeared in the middle of the screen). The next trial started 1.5 seconds 
after feedback offset. No feedback was given whenever the child missed a target. In 
this case, the next trial started 3.5 seconds after the onset of the target. After each 
block, a short break was provided. Half of the children used the index finger of their 
right hand, while the other children used the index finger of their left hand to press 
the space bar.   
 
Electrophysiological recording 
 
We used 46 active Ag/AgCl electrodes (Brain Products) attached into an elastic cap 
(Electro Cap International, Inc.) for the continuous EEG recording according to the 
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international 10-20 system (bandpass filter 0.01-100 Hz, BrainAmp Standard, Brain 
Products, Gilching, Germany). The reference and the ground electrodes were placed 
on the tip of the nose and in the electrode cap at position AF3, respectively. Two ad-
ditional electrodes were placed below each eye. Two eye-calibration blocks were pre-
sented before and after the experiment. EEG data was processed with the Brain Elec-
trical Source Analysis Software (BESA, MEGIS Software GmbH, Version 5.3). We ap-
plied the surrogate Multiple Source Eye Correction (Berg & Scherg, 1994) imple-
mented in BESA for eye-movement artifact correction. For offline analysis, the signal 
was re-referenced to an average reference. All artifact rejection was computed man-
ually and by visual inspection. Individual noisy channels were linearly interpolated 
for all trials (M = 3.40, SD = 1.72, Range = 0-9). Results reported in the main text were 
based on recordings filtered offline with a 0.3 Hz high-pass filter. As pointed out by a 
reviewer, strong high-pass filter might carry the risk of EEG distortion (e.g., Tanner 
et al., 2015). Therefore, and as suggested by the reviewer, we also considered a re-
analysis of the ERP recordings filtered at 0.1 Hz. Those results are reported in Table 
A2 in the appendix. The re-analysis with 0.1 Hz filter obtained the same significant 
interaction effects as we found with our original 0.3 Hz filter analysis, therefore we 
opted for reporting our original analysis with 0.3 Hz filter in the following results sec-
tion. ERPs were computed only for targets with correct responses, starting from the 
beginning of the speech signal until 700 ms post-stimulus onset, with a 200 ms pre-
stimulus baseline.  
 
Data analysis  
 

Explicit tests. We applied a repeated measures ANOVA with the within-factor 
Age (Preschool vs. 1st grade vs. 2nd grade).  

 
Reaction times and errors. Reaction times (RT) shorter than 200 ms and longer 

than 2000 ms were removed from analysis. A repeated measures ANOVA with the 
within-factors Condition (Identity vs. Variation vs. Control) and the within-factor Age 
(Preschool vs. 1st grade vs. 2nd grade) was applied. The same procedure was used for 
the analysis of errors in word trials (omissions). 
 

Event-related potentials. In order to analyze N100 as well as P350 effects, and 
to keep the analysis closer to the analysis we carried out in our previous studies, four 
lateral regions of interest (ROI, anterior-left: F9, F7, F3, FT9, FT7, FC5, FC1, T7, C5; 
posterior-left: C3, TP9, TP7, CP5, CP1, O9, P3, PO9, O1; anterior-right: F10, F8, F4, 
FT10, FT8, FC6, FC2, T8, C6; posterior-right: C4, TP10, TP8, CP6, CP2, P8, P4, PO10, 
O2) were identified prior to analyses. Averaged ERPs across each participant and each 
condition entered analysis. ERP amplitudes were computed with the same ANOVA as 
the reaction times, with the additional factors Region (anterior vs. posterior) and Hem-
isphere (left vs. right). To make the present analysis comparable to the results of Schild 
et al. (2011) and Bauch et al. (2021), we adapted the same time windows in the present 
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study. This resulted in a first-time window ranging from 100 to 300 ms and a second 
time window from 300 to 400 ms. Both time windows preceded the behavioral re-
sponses. The following result section will only report the highest-ranking significant 
interactions of Condition with significant post hoc comparisons. In case of significant 
interactions, further follow-up ANOVAs and t-tests were computed. All t-test results 
reported below were subject to a Holm-Bonferroni correction.  

 
Results 

Explicit tests 
 
In the test for phonological awareness, the ANOVA revealed a main effect of Age (F(2, 
54) = 17.80, p < .001, �p2 = .40). Children scored best on this when they were at the end 
of 2nd grade, medium when they were at the end of 1st grade and lowest when they 
were in preschool. All time points differed significantly from each other, all t(27) ≥ 
2.65, p ≤ .01, d ≥ .36. Also in the speed reading test, the ANOVA revealed a main effect 
of Age (F(1, 27) = 140.83, p < .001, �p2 = .84). Children scored higher in the reading test 
in the 2nd grade, compared to the 1st grade, t(27) = 11.86, p ≤ .001, d = 15.52. 
 
Reaction time and error analysis 
 
The ANOVA for reaction times revealed a main effect of Condition (F(2, 54) = 87.49, p 
< .001, �p2 = .76). Response times differed significantly from each other in each con-
dition, all t(27) ≥ 5.69, p ≤ .0001, d ≥ .1.01. Across all points of measurement, children 
responded fastest to the Identity condition (M = 956.78 ms, SD = 99.78 ms), followed 
by medium response times in the Variation condition (M = 988.79 ms, SD = 98.65 ms), 
and slowest response times in the Control condition (M = 1061.30 ms, SD = 109.57 ms). 
Furthermore, a main effect of Age (F(2, 54) = 10.03, p < .001,  �p2 = .27) revealed that 
across all trials, children responded faster as pupils (1st grade: M = 987.79 ms, SD = 
114.52 ms;  2nd grade: M = 954.70 ms, SD = 135.78 ms) than they responded as pre-
schoolers (M = 1064.38 ms, SD = 126.40 ms), both t(27) ≥ 3.30, p ≤ .002, d ≥ .59. There 
was no difference between the overall response times obtained at the end of the 1st 
and 2nd year of schooling, t(27) = 1.24, n.s. We did not find an interaction effect of Age 
x Condition (F(4, 108) = 1.71, n.s.). Figure 1 illustrates the mean response times as a 
function of age and condition. 
 
The overall error rate across children and conditions was 2.84% (SD = 1.65, Range 
1.05% - 7.50%). The ANOVA revealed a main effect of Age (F(2, 54) = 21.75, p < .001,  
�p2 = .45). At the end of their 1st and 2nd grade, children made less mistakes than they 
made in preschool, both t(27) ≥ 4.90, p ≤ .0001, d ≥ .70. While in preschool, children 
missed on average 4.76% (SD = 3.23%) “yes” responses to words, the error rate 
dropped to 1.88% (SD = 1.45%) and 1.44% (SD = 1.48%) at the end of 1st and 2nd grade, 
respectively. Overall error rates at the end of 1st and 2nd grade, did not differ 
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significantly, t(27) = 1.31, n.s. There was no significant main effect of Condition (F(2, 
54) = 1.95, n.s.), and no interaction between Age x Condition, F(4, 108) = 0.85, n.s.  

Event-related potentials  

Figure 2 presents the ERP effects for anterior and posterior regions for each age 
group. Figure 3 presents averaged priming effects between the three age groups, sug-
gesting that there were no timing differences of ERP deflections paralleling the reac-
tion time differences obtained at the three ages. 

100 – 300 ms, N100. The ANOVA revealed significant interactions of Condition 
x Region (F(2, 54) = 26.51, p < .001,  �p2 = .50) and Condition x Hemisphere (F(2, 54) = 
7.84, p = .001, �p2 = .23). A graded ERP priming pattern emerged when anterior and 
posterior regions were considered separately (as guided by the significant interaction 
of the factors Condition and Region). Amplitudes from the Identity condition and from 
the Variation condition were both more negative over anterior and more positive over 
posterior regions than amplitudes from the Control condition, all t(83) ≥ 2.93, p ≤ .004, 
d ≥ .34. Crucially, amplitudes from the Identity condition were also more negative 
(resp. positive) than amplitudes from the Variation condition, t(83) ≥ 2.13, p ≤ .03, d ≥ 
.23.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 1. Mean reaction times and quantiles of the three conditions (Identity, 
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At the same time, there were indices of rough priming, not differentiating the Identity 
and the Variation condition, for the left hemisphere (the significant interaction of the 
factors Condition and Hemisphere guided separate consideration of both hemi-
spheres). Over the left hemisphere, amplitudes in the Identity and Variation condi-
tion were both more negative than in the Control condition, both t(83) ≥ 4.01, p ≤ .0001, 
d ≥ .46. There was no difference between amplitudes from the Identity and Variation 
condition, t(83) = 0.07, n.s. Over the right hemisphere, amplitudes in the Variation 
condition were more negative than amplitudes from the Control condition, t(83) = 
3.22, p = .001, d = 0.34. There were no significant differences between the Identity and 
Variation condition, nor between the Identity and Control condition, all t(83) ≤ 1.63, 
n.s. 

Additionally, and as suggested by a reviewer as post-hoc analysis, we included a la-
tency analysis of peaks to consider for timing differences in neurophysiological pro-
cessing between the three age groups. There were no significant differences in the 
latencies between the age groups, F(2, 81) = 0.46, p = .631, �p2 = .01. Figure 3 presents 
averaged priming  

 

Figure 2. Mean ERP effects over anterior and posterior regions for all groups. Identity 
condition (green, short-dashed line), Variation condition (red, long-dashed line) and 
Control condition (blue, solid line). The light green bar marks the analysis area for 
the time window ranging from 100 to 300 ms. The grey bar marks the analysis area 
for the time window ranging from 300 to 400 ms. Topographical voltage maps 

Variation and Control) for each age group (Preschool, Grade 1, Grade 2). 
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indicate difference waves for the Variation condition minus the Identity condition for 
each age group. Topographical voltage maps represent averaged amplitude differ-
ences for all age groups for the time window ranging from 100 to 300 ms, during 
which significant differences between the Identity condition and the Variation condi-
tion occurred. 

 

Figure 3. Averaged amplitudes for all conditions for each age group. Preschoolers 
(dotted line), 1st graders (dashed line), 2nd graders (solid line). Electrode position map 
with marked electrodes for anterior regions. 

effects between the three age groups, suggesting that there were no timing differ-
ences of ERP deflections paralleling the reaction time differences obtained at the 
three ages. 

300 – 400 ms, P350. Again, the ANOVA revealed two significant interactions, 
one of the factors Condition x Region (F(2, 54) = 23.74, p < .001,  �p2 = .47), and another 
one of the factors Condition x Hemisphere (F(2, 54) = 6.18, p = .004,  �p2 = .19). 

Both interactions pointed to rough priming, not differentiating the Identity and the 
Variation condition in the second time window. Guided by the significant interaction 
of the factors Condition and Region, we analyzed anterior and posterior regions sepa-
rately. There were no differences between amplitudes from the Identity and Variation 
condition (both t(83) ≤ 1.26, n.s.), but amplitudes from both conditions were more 
negative over anterior and more positive over posterior regions than amplitudes ris-
ing from the Control condition, all t(83) ≥ 4.02, p ≤ .0001, d ≥ .44. Guided by the signif-
icant interaction of the factors Condition and Hemisphere, we also analyzed left and 
right regions separately. Over the left and right hemisphere, only amplitudes from 
the Variation condition were more negative than amplitudes from the Control condi-
tion, t(83) ≥ 2.72, p ≤ .007, d ≥ .28. We found no differences in the comparisons between 
the amplitudes from both Identity and Variation condition and Identity and Control 
condition, all t(83) ≤ 1.88, n.s.  
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To sum up, we found graded response times and early graded ERP priming patterns 
differentiating all three conditions across all three tested ages. There were no timing 
differences in the ERPs paralleling speeded lexical decisions when children were able 
to read.  

Discussion 

In a longitudinal study, we tested how children process spoken words after a training 
of phonemic awareness in preschool, and as a function of formal reading and writing 
instruction in elementary school. The training comprised ten weeks with daily ten-
minute training sessions (see Bauch et al., 2021). For the second and third measure-
ment, we tested the children who had participated in the training at the end of their 
first and second year of elementary school. We were interested in the degree of 
speech detail that children considered for different aspects of spoken word recogni-
tion, and in the timing of those aspects as a function of reading acquisition. To this 
end, we recorded lexical decision latencies and ERPs to targets presented in spoken 
word onset priming at all three measurements. We considered different responses to 
targets overlapping with preceding primes (e.g., “Ki - Kino”) compared to partially 
mismatching targets (e.g., “Gi - Kino”) as informative regarding the amount of speech 
detail that children exploit. ERPs indicated that children were able to exploit phono-
logical feature variation at all points of measurements. In the ERPs, matching and 
partially mismatching targets elicited differences substantiating 100 to 300 ms after 
target word onset across all ages, replicating previous results for phonemic variations 
in voicing for preschoolers sensitized to voicing mismatches (Bauch et al., 2011). Re-
duced amplitudes within this time window have been interpreted to be related to fa-
cilitated auditory processing and phonological encoding (Friedrich et al., 2009; Lange 
& Röder, 2006; O'Rourke & Holcomb, 2002; Praamstra & Stegeman, 1993; Sanders & 
Astheimer, 2008; Sanders & Neville, 2003; Schild et al., 2014; Schild et al., 2012).  

Steady priming effects in the ERPs across the three age groups indicated that the pro-
cessing of phonological detail did not change with emerging reading experience (1st 
grade) and prolonged reading experience (2nd grade). After preschool, children’s pho-
nemic awareness training continued during this longitudinal study when they en-
tered elementary school, where they received formal instruction on the phonological 
principle. Indeed, children constantly improved in phonological awareness measures 
in offline explicit phonological awareness tasks. Children scored lowest on these 
measures of phonological awareness when they were in kindergarten and highest 
when they were in 1st and 2nd grade. This is in line with various studies showing that 
specific aspects of phonological awareness profit from reading acquisition (Ehri & 
Wilce, 1980; Morais et al., 1979; Treiman & Cassar, 1997; Tunmer & Nesdale, 1985). 
Additionally, other factors such as general maturation processes and/or linguistic ex-
posure might underlie development of phonological awareness related skills in chil-
dren aged 6 to 8 years (Bentin et al., 1991; Cunningham & Carroll, 2011). Yet, this 
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growth in metalinguistic speech processing was not reflected in the amount of detail 
children used during spoken word processing at pre-lexical level. These results might 
imply that sensitivity for phonemic mismatch was sufficiently adapted at the the end 
of the preschool training. Thus, and contrary to our expectation, children do not ap-
pear to specify their phonological representations as a function of developing phono-
logical awareness, phonemic awareness or more broadly emerging reading skills. Ra-
ther, they appear to reach a threshold level of which might be sufficient to facilitate 
phonetically mediated access and strategic mechanisms across middle childhood.  

Still, we interpret the current results in favor of the assumption that, in middle child-
hood, automatic stages of speech processing are modulated by facilitated phonologi-
cal processing via precursors of literacy such as phonological and phonemic aware-
ness (Dehaene et al., 2015; Harm & Seidenberg, 2004; Pattamadilok et al., 2010; Taft, 
2006). Former research pointed to the mutual relationship between learning to read 
and phonemic awareness (Deacon et al., 2013; Perfetti et al., 1987). At an initial stage 
of reading, decoding letters to corresponding sounds is crucial for understanding the 
alphabetic script (Anthony & Francis, 2005).  Thus, learning to read emphasizes and 
triggers the refinement of explicit phonological representations which feeds back on 
their implicit counterparts stored in the mental lexicon. Taking into consideration 
that adult participants in the training study showed no specific sensitivity to voicing 
mismatches in the ERPs (Bauch et al., 2021), one might speculate that phonemic in-
formation regarding voicing is heightened when readers initially become sensitive to 
small differences between phonemes. Later on, at least for voicing, such differences 
might become less important for pre-lexical processing.    

Again, in the present study, ERP differences obtained for matching and partially mis-
matching targets for voicing feature emerged somewhat earlier than the formerly ob-
tained ERP differences for place variation in adults (e.g., Friedrich et al., 2009; Schild 
et al., 2012) and reading children (Schild et al., 2011). In the present study, ERP differ-
ences were evident between 100 and 300 ms after target word onset across all age 
groups. As the timing of ERP differences in the present study was consistent for all 
age groups (and hence was not restricted to the training), these results further suggest 
that timing differences across the various studies using word fragment priming re-
lates to the different features varied in the studies. While initial place varied in par-
tially mismatching prime-target pairs in the former studies (e.g. Friedrich et al., 2009 
for adults; Schild et al., 2011 for reading children), initial voicing varied in the present 
study. We speculate that due to the used stimuli, voicing information in this study 
might be earlier available in the signal (vibration of voiced speech sounds starts with 
their onset) than place information (formant information indicating place develops 
across the speech sound). While voiced plosives in German lack pre-voicing and are 
therefore available relatively late in the signal (Geiss et al., 2022), our stimuli also con-
sisted of unvoiced plosives with longer VOT times. This might relate to an on average 
earlier timing of respective ERP differences elicited by voicing feature compared to 
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the place feature. Especially the timing of word form activation might depend on the 
availability of phonological information and might not always need 300 ms after tar-
get word onset. However, as the current study does not allow for direct timing com-
parisons between the features, future studies will be needed to investigate this ques-
tion in further detail.   

Similarly to the ERP results, children showed delayed responses for partially mis-
matching targets compared to matching targets in their lexical decisions across all 
three measurements. While ERPs exclusively reflect prime-target overlap in phono-
logical information, additional factors are associated with lexical decision latencies. 
For example, participants made delayed responses (compared to an unrelated condi-
tion) for target words that partially matched the preceding primes (e.g., “Ana - Ano-
rak”) when a better matching completion of the prime existed (e.g., “Ananas”, Engl. 
pineapple; Friedrich et al., 2013). This contrasted with reduced ERP amplitudes for 
partially overlapping targets compared to an unrelated condition (e.g., “Idi - Ano-
rak”). It was concluded that overlapping words receive bottom-up activation from the 
primes (as reflected in ERP amplitude reduction), but that better matching words ei-
ther hinder selection of partially overlapping words or interfere with the lexical deci-
sion response (as reflected in delayed lexical decisions). Speeded speech processing 
is another aspect that reaction times, but not ERPs, capture. Congenitally blind adults 
made faster lexical decisions in unimodal auditory word onset priming, but their 
ERPs did not reflect timing differences compared to hearing controls (Schild & 
Friedrich, 2018). This result suggested that the adult system realizes speeded speech 
processing via facilitated post-lexical, strategic aspects of processing rather than via 
facilitated phonological encoding and lexical mapping (which appear optimally ad-
justed to the input in both hearing and congenitally blind adults). 

In the present study, age-related differences only emerged for mean response laten-
cies. Overall, children responded fastest as 2nd graders, with medium speed as 1st grad-
ers and slowest as preschoolers. Age-related speeding of responses and the overall 
decreasing error rates with increasing age might have several triggers, including gen-
eral and motoric maturation that – among other aspects like repeated testing – might 
affect speeded motor reactions or enhanced attention and concentration spans. Yet, 
it is important to note that these factors do not contribute to respective speeding of 
ERP deflections. This dissociation finds a parallel in a former word onset priming 
study with congenitally blind and sighted adults (Schild & Friedrich, 2018). In combi-
nation with the present results, both studies imply modifications of lexical decision 
responses between groups that might reflect different adjustments and proficiency in 
processing auditory input. While lexical decision responses might be sensitive to late 
strategic mechanisms that interfere with the yes-responses to the targets, ERPs might 
more closely relate to rapid phonologically mediated lexical access and phonological 
processes that are less prone to strategic, post-lexical modulations. We might con-
clude that, comparable to adults, children realize speeded speech processing via 



 Language Development Research  
 
 
 
 
 

Volume 5, Issue 3 
 

19 

relatively late aspects of processing rather than via facilitated phonological encoding 
and lexical mapping. That is, already in childhood, the timing of input-related implicit 
aspects of phonologically mediated lexical access appear optimally adjusted to the in-
put.  

If one speculates that (besides maturation effects) literacy experience could also af-
fect the performance on a metalinguistic task such as the lexical decision, faster lexi-
cal decision latencies with increasing age seem to be in accord with the assumption 
that reading experience fosters prediction in language processing (Huettig & 
Pickering, 2019). Eye tracking studies already suggest that proficient readers predict 
spoken language faster than less proficient readers and illiterate adults (Mishra et al., 
2012), and children who are good readers are more efficient in predicting than those 
who are less-proficient readers (Mani & Huettig, 2014). The present data suggest that 
enhanced reading proficiency from preschool to 2nd grade might foster priming of 
lexical decision responses in spoken word recognition. Predictions within a priming 
paradigm can aid responses for related prime-target pairs. As only the timing of lexi-
cal decisions, but not the timing of ERPs, varied with increasing reading proficiency, 
we might conclude that predictions modulate selection of word candidates in the 
speech recognition process rather than bottom-up activation of potential word candi-
dates.  

Conclusion 

With this study, we took a developmental approach on how phonological sensitivity 
of different aspects of spoken word processing evolves during the very beginning of 
learning to read. The importance of this work lies in the longitudinal approach in the 
investigation of neuronal plasticity of phonological representations in middle child-
hood. The findings suggest a complex relationship between phonemic awareness, 
reading acquisition, and spoken word processing. Preschool children trained in pho-
nemic awareness showed detailed implicit and explicit spoken word processing. The 
findings stress the importance of phonological awareness for phonological word pro-
cessing in early stages of literacy. While meta-linguistic processing continued to de-
velop after children started learning to read, processing of voicing variations did not 
become more detailed once children gained reading experience and stable 
knowledge of letters after 1st and 2nd grade. In that, the findings implicate that while 
the development of metalinguistic phonological skills and underlying neuronal pho-
nological processing might be closely related (e.g., Bauch et al., 2021; Dehaene et al., 
2015; Harm & Seidenberg, 2004), diverging pathways of both aspects of phonological 
processing might emerge.  However, unlike adults (Bauch et al., 2021), primary school 
children still appear to use voicing variation for gradually modulating access to stored 
phonological representations during spoken word recognition. Thus, beginning read-
ers’ pre-lexical processing of phonological feature variation might still profit from 
training of conscious understanding of the language’s structure during formal 
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schooling. It remains to be determined when sensitivity to this feature begins decreas-
ing in implicit spoken word recognition. Furthermore, the findings implicate diverg-
ing neuronal processes for different phonological features. We acknowledge the need 
for more research to understand when sensitivity to certain phonological features de-
creases in implicit spoken word recognition, emphasizing the ongoing evolution of 
children's language processing abilities. 
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Appendix A 
 
Table A1. List of stimuli. 
 
Target words Pseudo-words Target words Pseudo-words 
Gei-er (vulture) Geine Pap-pe (cardboard) Papke 
Gei-ge (violin) Geise Pul-ver (powder) Pulbel 
Git-ter (grid) Gitsche Pum-pe (pump) Pumle 
Gloc-ke (bell) Glocpe Pud-ding (pudding) Pudhe 
Gra-ben (trench) Grany Pup-pe (doll) Pupte 
Gren-ze (border) Grenhe Pic-kel (pimple) Picsche 
Gru-be (pit) Gruza Po-ny (pony) Poben 
Grup-pe (group) Grupzle Piz-za (pizza) Pizbe 
Guer-tel (belt) Guerbe Pan-ne (breakdown) Panze 
Gum-mi (rubber) Gumse Peit-sche (whip) Peitter 
Gur-ke (cucumber) Gurbon Pom-mes (fries) Pombel 
Kaff-ee (coffee) Kaffnen Bri-lle (glasses) Brissen 
Ka-ter (male cat) Kaffel Bie-ne (bee) Bieer 
Kat-ze (cat) Katne Brun-nen (fountain) Brunnee 
Ker-ze (candle) Kertel Bon-bon (candy) Bonke 
Ket-te (chain) Ketzel Bru-der (brother) Bruchen 
Keu-le (mace) Keusen Bam-bus (bamboo) Bamsche 
Ki-no (cinema) Kite Ba-by (baby) Bave 
Kir-che (church) Kirber But-ter (butter) Butche 
Kir-sche (cherry) Kirbus Bue-gel (stirrup) Buede 
Kis-sen (pillow) Kisle Bruec-ke (bridge) Bruecfer 
Kis-te (box) Kiskel Brem-se (break) Bremken 
Kno-chen (bone) Knoder Buer-ste (brush) Buerno 
Kno-ten (knot) Knore Brau-se (shower) Braunig 
Koe-nig (king) Koese Bom-be (bomb) Bomtel 
Kof-fer (trunk) Kofke Bir-ne (pear) Birgel 
Krae-he (crow) Kraeding Bue-hne (stage) Buehmel 
Kraeu-ter (herbage) Kraeude Blu-me (flower) Bluchen 
Kral-le (claw) Kralpe Blue-te (blossom) Bluene 
Krei-de (chalk) Kreigel Buef-fel (buffalo) Buefter 
Kroe-te (toad) Kroepe Be-sen (broom) Bele 
Kro-ne (crown) Krote Blu-se (blouse) Bluge 
Krue-mel (crumbs) Kruehne Bla-se (bubble) Blami 
Kue-che (kitchen) Kueter Bi-ber (beaver) Biche 
Kue-ken (chicken) Kuekse Bee-re (berry) Beerten 
Kur-ve (curve) Kurby Beu-tel (bag) Beuze 
Kut-sche (carriage) Kutkel Bre-zel (pretzel) Brete 
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Table A2. EEG analysis ANOVA effects for both time windows of interest (100-300ms 
and 300-400ms) with EEG signal being preprocessed with 0.1hz high pass filter. 

Effect df F p �p2 

100 - 300 ms 

Condition 2 1.57 .174 .05 

Region 1 3.48 .073 .11 

Hemisphere 1 0.00 .973 <.01 

Group 2 0.67 .514 .02 

Condition x Region 2 31.48 <.001** .54 

Condition x Hemisphere 2 7.07 .002** .21 

Condition x Group 4 0.53 .716 .02 

Region x Hemisphere 1 0.13 .716 <0.1 

Region x Group 2 1.08 .347 .04 

Hemisphere x Group 2 0.16 .813 .01 

Condition x Region x Hemisphere 2 0.37 .695 .01 

Condition x Region x Group 4 0.80 .494 .03 

Condition x Hemisphere x Group 4 1.07 .373 .04 

Region x Hemisphere x Group 2 0.06 .899 <.01 
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Table A2 (continued)     

Effect df F p �p2 

300 - 400 ms 

Condition 2 1.52 .228 .05 

Region 1 2.57 .120 .09 

Hemisphere 1 0.18 .678 .01 

Group 2 0.59 .559 .02 

Condition x Region 2 23.61 <.001*** .47 

Condition x Hemisphere 2 8.45 .001** .24 

Condition x Group 4 1.94 .108 .07 

Region x Hemisphere 1 2.98 .096 .10 

Region x Group 2 1.26 .292 .04 

Hemisphere x Group 2 0.85 .410 .03 

Condition x Region x Hemisphere 2 0.12 .886 <.01 

Condition x Region x Group 4 1.50 .219 .05 

Condition x Hemisphere x Group 4 1.62 .174 .06 

Region x Hemisphere x Group 2 0.93 .399 .03 

Condition x Region x Hemisphere x 
Group 

4 1.10 .361 .04 
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Introduction 

 
The early language skills of blind children are highly variable. Some children demon-
strate age-appropriate vocabulary and grammar from the earliest stages of language 
learning, while others experience substantial language delays (Bigelow, 1987; E. E. 
Campbell et al., 2024; Landau & Gleitman, 1985). By adulthood, however, blind indi-
viduals are fluent language-users, even demonstrating faster lexical processing skills 
than sighted adults (Loiotile et al., 2020; Röder et al., 2003; Röder et al., 2000; though 
cf., Sak-Wernicka, 2017 for discussion of possible pragmatic differences). The causes 
of early variability and the potential ability (or need) to “catch up” remain poorly un-
derstood: what could make the language learning problem different or initially more 
difficult for the blind child? Here, we compare the language environments of blind 
children to that of their sighted peers. In doing so, we begin to untangle the role that 
perceptual input plays in shaping children’s language environment and better under-
stand the interlocking factors that may contribute to variability in blind children’s 
early language abilities. 
 
Why Would Input Matter? 
 
Among both typically-developing children and children with developmental differ-
ences, language input has been found to predict variability in language outcomes (An-
derson et al., 2021; Gilkerson et al., 2018; Huttenlocher et al., 1991, 2010; Rowe, 2008, 
2012). At a coarse level, children who are exposed to more speech (or sign, Watkins, 
Pittman, & Walden, 1998) tend to have stronger language outcomes and produce more 
speech themselves (Anderson et al., 2021; Bergelson et al., 2023; Gilkerson et al., 2018; 
Huttenlocher et al., 1991; Rowe, 2008).  
 
Previous research suggests that the structure and content of the language input (often 
referred to as input “quality”)1 is even more influential than the amount of speech 
alone (Hirsh-Pasek et al., 2015; Rowe, 2012). Rowe and Snow (2020) categorized the 
makeup of the input along three dimensions: interactive features (e.g., parent respon-
siveness, speech directed to child vs. overheard, conversational turn-taking), linguis-
tic features (e.g., lexical diversity, grammatical complexity), and conceptual features 
(i.e., the extent to which input focuses on the here-and-now). 
 
In examining interactive features, previous studies have indicated that back-and-
forth communicative exchanges (also known as conversational turns) between care-
givers and children are predictive of better language outcomes across infancy (Don-
nellan et al., 2020; Goldstein & Schwade, 2008) and toddlerhood (Hirsh-Pasek et al., 

 
1 We avoid the term “quality” here as it carries potential biases regarding linguistic norms (MacLeod & 
Demers, 2023). 
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2015; Romeo et al., 2018). Another way to quantify caregiver and infant interaction is 
by looking at how much speech is directed to the child (e.g. as opposed to an over-
heard conversation between adults). The amount of child-directed speech in chil-
dren’s input (at least in Western contexts, Casillas et al., 2020) has been linked to chil-
dren’s vocabulary size and lexical processing (Rowe, 2008; Shneidman et al., 2013; 
Weisleder & Fernald, 2013). 
 
Under the linguistic umbrella, we can measure the kinds of words used (often meas-
ured as lexical diversity, type-token ratio), and the ways they are combined (syntactic 
complexity, often measured by mean length of utterance). Both parameters have 
been found to correlate with children’s language growth: sighted toddlers who are 
exposed to a greater diversity of words in their language input are reported to have 
larger vocabulary scores (N. J. Anderson et al., 2021; Hsu et al., 2017; Huttenlocher et 
al., 2010; Rowe, 2012; Weizman & Snow, 2001). Likewise, the diversity and complexity 
of syntactic constructions in parental language input has been associated with both 
children’s vocabulary growth and structural diversity in their own productions (de 
Villiers, 1985; Hadley et al., 2017; Hoff, 2003; Huttenlocher et al., 2002, 2010; Naigles 
& Hoff-Ginsberg, 1998). 
 
Finally, the conceptual dimension of language input aims to capture the extent to 
which the language signal maps onto present objects and ongoing events in children’s 
environments (Rowe & Snow, 2020). As children develop, their ability to represent 
abstract referents improves (Bergelson & Swingley, 2013; Kramer et al., 1975; Lu-
chkina et al., 2020). Decontextualized language input—that is, talking about past, fu-
ture, or hypothetical events, or people and items that are not currently present in the 
environment—may be one contributing factor (Rowe, 2013). Greater prevalence of de-
contextualized language in input to toddlers has been found to predict aspects of chil-
dren’s own language in kindergarten and beyond (Demir et al. 2015; Rowe, 2012; Uc-
celli et al., 2019). 
 
From this (necessarily abridged) review, it appears that many factors in the language 
input alone link to how sighted children learn about the world and language, but that 
children also learn from sensory, conceptual, and social knowledge. Many cues for 
word learning are visual: for example, empirical work finds that sighted children can 
leverage visual information like parental gaze, shared visual attention (Tomasello & 
Farrar, 1986), pointing (Lucca & Wilbourn, 2018), and the presence of salient objects 
in the visual field (Yu & Smith, 2012). Because these visual cues are inaccessible to 
blind children, language input may take on a larger role in the discovery of word 
meaning (E. E. Campbell & Bergelson, 2022). Syntactic structure, in particular, pro-
vides critical cues to word meaning, such as the relationship between two entities that 
aren’t within reach, or are intrinsically unobservable or ambiguous (Gleitman, 1990). 
But in order to evaluate whether language input plays a larger role for blind versus 
sighted children’s learning, it is worth first establishing whether blind and sighted 
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children’s language input differs. That is, children with different sensory access could 
differentially make use of the same kind of language input, or they could apply the 
same learning mechanisms to input with different properties– a debate carried over 
from work with typically-sighted children (Newport et al., 1977). Either way, charac-
terizing the input across potentially relevant dimensions is a helpful first step. 
 
Why would the input differ between blind and sighted children? 
 
Speakers regularly tailor their speech to communicate efficiently with the listener 
(Grice, 1975). Across many contexts, research finds that parents are sensitive to their 
child’s developmental level and tune language input accordingly (Newport et al., 
1977; Snow, 1972; Vygotsky, 1978). One example is child-directed speech, wherein 
parents speak to young children with exaggerated prosody and slower speech (Bern-
stein Ratner, 1984; Fernald, 1989; Moser et al., 2022; Newport et al., 1977), which are 
in some cases helpful to the young language learner (Thiessen et al., 2005). For in-
stance, parents tend to repeat words more often when interacting with infants than 
with older children or adults (Fernald & Morikawa, 1993; Snow, 1972). Communica-
tive tailoring is also common in language input to children with disabilities, who have 
been found to receive simplified, more directive language input, and less interactive 
input compared to typically-developing children (Dirks et al., 2020; Yoshinaga-Itano 
et al., 2020). In other contexts, language input to children with disabilities has been 
shown to be more multimodal, such that parents more frequently combine commu-
nicative cues (e.g., speech and touch, Abu-Zhaya et al., 2019) when interacting with 
deaf children, compared to their typically-hearing peers. 
 
In addition to tailoring communication to children’s developmental level, speakers 
also adjust their conversation in accordance to their conversational partner’s sensory 
access (Gergle et al., 2004 for adults; and Grigoroglou et al., 2016 for adults and 4–6-
year-old children). For example, in a noisy environment, adults will often adapt the 
acoustic-phonetic features of their speech to make it easier for their interlocutor to 
understand them (Hazan & Baker, 2011), demonstrating sensitivity to even temporary 
sensory conditions. When describing scenes, adult speakers tend to provide the in-
formation their listeners lack but seem to avoid redundant visual description (Grice, 
1975; Ostarek et al., 2019). During in-lab tasks with sighted participants, participants 
in several studies verbally provide visually-absent cues when an object is occluded to 
their partner (Hawkins et al., 2021; Jara-Ettinger & Rubio-Fernandez, 2021; Rubio-Fer-
nandez, 2019). These results suggest that adults (Gergle et al., 2004; Hazan & Baker, 
2011), children (e.g., Grigoroglou et al., 2016), and even infants (Chiesa et al., 2015; 
Ganea et al., 2018; Senju et al., 2013) can flexibly adapt communication to the visual 
and auditory abilities of their partner. 
 
Taking these results into consideration, and given the strong verbal abilities of blind 
adults (Loiotile et al., 2020; Röder et al., 2000, 2003), we might expect parents of blind 
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children to verbally describe visual information in the child’s environment or other-
wise structure interactions to align with their child’s strengths and abilities. But prior 
research doesn’t yield a clear answer on whether sighted parents modify language 
input to blind children. Several studies suggest differences in the conceptual features: 
caregivers of blind children restrict conversation to things that the blind child is cur-
rently engaged with, rather than attempt to redirect their attention to other stimuli 
(Andersen et al., 1993; J. Campbell, 2003; Kekelis & Andersen, 1984; though cf., Moore 
& McConachie, 1994). Studies of naturalistic input to blind children report that par-
ents use fewer declaratives and more imperatives than parents of sighted children, sug-
gesting that blind children might be receiving less description than sighted children 
(Kekelis & Andersen, 1984; Landau & Gleitman, 1985; though cf., Lukin et al., 2023; 
Pérez-Pereira & Conti-Ramsden, 2001). Other studies report that parents adapt their 
interactions to their children’s visual abilities, albeit in specific contexts. Tadić, Pring, 
and Dale (2013) find that in a structured book-reading task, parents of blind children 
provide more descriptive utterances than parents of sighted children. Further, par-
ents of blind children have been found to provide more tactile cues to initiate inter-
actions or establish joint attention (Preisler, 1991; Urwin, 1983, 1984), which may 
serve the same social role as shared gaze in sighted children and take advantage of 
children’s access to other senses (e.g., touch). These mixed results suggest that par-
ents of blind children might alter language input in some domains but not others. The 
apparent conflict in results may be exacerbated by the difficulty of recruiting special-
ized populations to participate in research: the small (in most cases, single-digit) sam-
ple sizes of prior work limit our ability to generalize about any differences in the input 
to blind vs. sighted infants. 
 
The Present Study 
 
Children can and do learn language in a variety of input scenarios (Gleitman & New-
port, 1995), but if language input differs systematically between blind and sighted in-
fants and toddlers, capturing this variation may reveal a more nuanced picture of how 
infants use the input to learn language. In the present study, we examine daylong 
recordings of the naturalistic language environments of blind and sighted children in 
order to characterize the input to each group. Using both automated measures and 
manual transcription of these recordings, we analyze several characteristics that have 
been previously suggested to be information-rich learning cues, including overall 
amount of environmental language (adult word count), interaction (conversational 
turn count, proportion of child-directed speech), conceptual features (temporal dis-
placement, sensory modality), and linguistic complexity (type-token ratio and mean 
length of utterance). Though the present study is largely exploratory, we took the di-
rectionality of previously reported results as our (admittedly limited) starting point. 
Thus, based on prior research, we made the tentative predictions that blind vs. 
sighted children would have input featuring less interactivity (fewer conversational 
turns and less child-directed speech; Rowland, 1984; Grumi et al., 2021), less linguistic 
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complexity (Bulk et al., 2020; lower type-token ratio and shorter utterances, 
Chernyak, n.d.; Dirks et al., 2020; FamilyConnect, n.d.; Lorang et al., 2020), and con-
ceptual content focused more on the child’s locus of attention (more here-and-now 
speech and fewer visual words, Andersen et al., 1993; J. Campbell, 2003; Kekelis & 
Andersen, 1984); we have no a priori hypotheses regarding adult word count. 
 

Method 
 
Participants 
 
This study included 15 congenitally-blind infants and their families2. To be eligible, 
participants had to be 6–30 months old, have severe to profound visual impairment 
(i.e. at most light perception), no additional disabilities (developmental delays, intel-
lectual disabilities, or hearing loss), and be exposed to ≥ 75% English at home. Blind 
participants were recruited through ophthalmologist referral, preschools, early inter-
vention programs, social media, and word of mouth. Blindness in our sample was 
caused by a range of conditions, including cataracts (n=3), Leber’s Congenital Amau-
rosis (n=1), Microphthalmia (n=2), Ocular albinism (n=2), Optic Nerve Hypoplasia 
(n=2), Retinal Detachments (n=1), and Retinopathy of Prematurity (n=1). Etiology was 
unknown in 2 participants, and 2 participants had multiple contributing conditions. 
Caregivers were also asked to complete a demographics survey and the MacArthur-
Bates Communicative Development Inventory (CDI, Fenson et al., 1994) within one 
week of the home language recording. 
 
To control for the wide age range of the study, each blind participant was matched to 
a sighted participant, based on age (± 6 weeks), sex, maternal education (± one edu-
cation level), and number of siblings (± 1 sibling). Sighted matches were drawn from 
multiple existing corpora: two children from VanDam et al. (2015) and VanDam et al. 
(2016); five children from Bergelson (2015) and Bergelson et al. (2019); one child from 
Ramírez-Esparza et al. (2014); two children from Warlaumont et al. (2016); two from 
Wang et al. (2022); and two from Rowland et al. (2018)3. There was no recording avail-
able that matched two blind participants’ demographic characteristics; we therefore 
collected recordings from two sighted children de novo. See Table 1 for sample demo-
graphic characteristics. 
 
 

 
2 One family contributed two recordings for the same blind child. In the present study, we used only 
the first recording from that participant. 
3 These two sighted children are from the UK, the rest from North America. While recognizing this 
potential limitation, we have no a priori reason to predict that North American and UK English learners 
should differ meaningfully in our language measures, especially given our broader demographic 
matching procedure. 
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Table 1. Demographic characteristics of the blind and sighted samples. For continu-
ous variables, range and mean are provided. For categorical variables, percentages 
by level are provided. 
 
Variable Blind (N = 15) Sighted (N=15) 
Age (months) 6–30, 15.8 (8.2) 6–32, 16.1 (8.1) 

Sex Female: 44% Female: 44% 
Male: 56% Male: 56% 

Number of Older 
Siblings 

0–2, 0.5 (0.8) 0–3, 1.1 (1) 

Maternal  
Education 

Some college: 19% Some college: 6% 
Associate’s degree: 6% Associate’s degree: 12% 
Bachelor’s degree: 31% Bachelor’s degree: 56% 
Graduate degree: 44% Graduate degree: 6% 

Race 

American Indian or Alaska Native: 
6% 

American Indian or Alaska Native: 
0% 

Black or African American: 6% Black or African American: 6% 
Multiracial: 19% Multiracial: 6% 
White: 69% White: 56% 
Unknown: 0% Unknown: 31% 

Ethnicity 
Hispanic or Latino: 19% Hispanic or Latino: 0% 
Not Hispanic or Latino: 81% Not Hispanic or Latino: 62% 
Unknown: 0% Unknown: 38% 

 
Recording Procedure: 
 
For the recording portion of the study, caregivers of participating infants received a 
LENA wearable audio recorder and vest (Ganek & Eriks-Brophy, 2016; Gilkerson & 
Richards, 2008). They were instructed to place the recorder in the vest on the day of 
their scheduled recording and put the vest on their child from the time they woke up 
until the recorder automatically shut off after 16 hours (setting the vest nearby during 
baths, naps, and car rides). Actual recording length ranged from 8 hours 17 minutes 
to 15 hours 59 minutes (Mean: 15 hours 6 minutes). 
 
Processing: 
 
The audio recordings were first processed by the LENA proprietary software (Xu et 
al., 2009), creating algorithmic measures such as conversational turn count and adult 
word count. Each recording was then run through an in-house automated sampler 
that selected 15- non-overlapping 5-minute segments, randomly distributed across 
the duration of the recording. Each segment consists of 2 core minutes of annotated 
time, with 2 minutes of listenable context preceding the annotation clip and 1 minute 
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of additional context following. Because these segments were sampled randomly, 
across participants roughly 27% of the random 2-minute coding segments contained 
no speech at all. For questions of how much does a phenomenon occur, random sampling 
schemes can help avoid overestimating speech in the input, but for questions of input 
content, randomly selected samples may be too sparse (Pisani et al., 2021). 
 
Therefore, we chose to annotate 5 additional (non-overlapping) 2-minute segments 
specifically for their high density of speech. To select these segments of dense talk, 
we first conducted an automated analysis of the audio file using the voice type classi-
fier for child-centered daylong recordings (Lavechin et al., 2021) which identified seg-
ments likely containing human speech. The entire recording was divided into 2-mi-
nute chunks, each ranked highest to lowest by the total duration of the speech seg-
ments contained within the chunk. We annotated the 5 highest-ranked segments of 
each recording. These high-volubility segments allow us to more closely compare our 
findings to studies classifying the input during structured play sessions, which paint 
a denser and differently-proportioned makeup of the language input (Bergelson et al., 
2019). In sum, 30 minutes of randomly-sampled input and 10 minutes of high-volubil-
ity input (40 minutes total) were annotated per child. 
 
Annotation: 
 
Manual annotation of the selected segments was conducted using the ELAN software 
(Brugman & Russel, 2009). Trained annotators listened through each 2-minute seg-
ment plus its surrounding context and coded it using the ACLEW annotation scheme 
(Soderstrom et al., 2021). For more information about this scheme, see the ACLEW 
homepage. Speech by people other than the target child was transcribed using an 
adapted version of the CHAT transcription style (MacWhinney, 2019; Soderstrom et 
al., 2021). Because the majority of target children in the project are pre-lexical, utter-
ances (e.g. babble) produced by the target child are not yet transcribed. Speech was 
then further classified by the addressee of each utterance: child, adult, both an adult 
and a child, pets or other animals, unclear addressee, or a recipient that doesn’t fit 
into another category (e.g., voice control of Siri or Alexa, prayer to a metaphysical 
entity). 
 

Manual Annotation Training and Reliability. All annotators are tested on the 
ACLEW scheme prior to beginning corpus annotation, until they reach 95% agree-
ment or better with a “gold standard” coder for segmentation and utterance classifi-
cation. Training often takes upwards of 20 hours of annotation practice. Following 
the first pass by annotators, all files were reviewed by a highly-trained “superchecker” 
to ensure consistency between coders and check for errors. Over a span of three 
years, 15 trained annotators contributed to this dataset. Ten percent of clips were re-
transcribed to assess reliability; further reliability data are provided in corresponding 
sections below. 
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Extracting Measures of Language Input: 
 
To go from our dimensions of interest (word count, interactiveness, linguistic, con-
ceptual), to quantifiable properties, we used a combination of automated measures 
(generated by the proprietary LENA algorithm, Xu et al., 2009) and manual measures 
(generated from the transcriptions and classifications made by our trained annota-
tors). Altogether, this corpus presently includes approximately 453 hours of audio, 
15994 utterances, and 63665 words. LENA measures were calculated over the whole 
day, and then normalized by recording length. Transcription-based word count and 
interactiveness analyses were conducted on the random samples only, to capture a 
more representative estimate. Linguistic and conceptual analyses were conducted on 
all available annotations to maximize the amount of speech over which we could cal-
culate them. These measures are described below and summarized in Table 2. 
 
 Quantity. 
 

Automated Word Count. To derive this count, the LENA algorithm segments 
the recording into clips which are then classified by speaker’s perceived gender 
(male/female), age (child/adult), and distance (near/far), as well as several non-hu-
man speaker categories (e.g., silence, electronic noise). Only segments that are clas-
sified as nearby male or female adult speech are then used by the algorithm for its 
subsequent Adult Word Count (AWC) estimation (Xu et al., 2009). Validation work 
suggests that this automated count correlates strongly with word counts derived from 
manual annotations (Cristia et al., 2020; r = .71 – .92, Lehet et al., 2021), and meta-
analytic work finds that AWC is associated with children’s language outcomes across 
developmental contexts (e.g., autism, hearing loss, Wang et al., 2020). Because the 
recordings varied in length (8 hours 17 minutes to 15 hours 59 minutes), we normal-
ized AWC by dividing by recording length4. 
 

Manual Word Count. We also calculated a manual count of speech in the chil-
dren’s environment. Manual Word Count (MWC) is simply the number of intelligible 
words in our transcriptions of each child’s recording. Speech that was too far or muf-
fled to be intelligible, as well as speech from the target child and electronic speech 
(TV, radio, toys) are excluded from this count. Unlike LENA’s AWC, MWC contains 
speech from other child speakers in the environment (e.g., siblings), not just from 
adults.  
 
By using automated and manual word count, we hope to capture complementary 

 
4 To make these measures more comparable, we present both the Automated Word Count and the 
Manual Word Count in terms of words per hour. 
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estimates of the amount of speech children are exposed to. While AWC is considered 
less accurate than manual annotation, it is commonly used due to its ability to readily 
provide an estimate of the adult speech across the whole day. MWC, because it comes 
from human annotations, is the gold-standard for accurate speech estimates, but due 
to feasibility, is only derived from 30 minutes of the recording (sampled in 2-minute 
clips, at random, as described above). 
 
 Interaction.  
 

Conversational Turn Count. One common metric of communicative interac-
tion (e.g., Ganek & Eriks-Brophy, 2018; Magimairaj et al., 2022) is conversational turn 
count (or CTC), an automated measure generated by LENA (Xu et al., 2009). Like AWC, 
a recent meta-analysis finds that CTC is associated with children’s language outcomes 
(Wang et al., 2020). After tagging vocalizations for speaker identity, the LENA algo-
rithm looks for alternations between adult and target child speech in close temporal 
proximity (within 5 seconds). This can erroneously include non-contingent interac-
tions (e.g., mom talking to dad while the infant babbles to herself nearby), and there-
fore inflate the count especially for younger ages and in houses with multiple children 
(Ferjan Ramírez et al., 2021). Still, this measure correlates moderately well with man-
ually-coded conversational turns (rs=0.28-0.75, Busch et al., 2018; Ferjan Ramírez et 
al., 2021; Ganek & Eriks-Brophy, 2018), and because participants in our sample are 
matched on both age and number of siblings, CTC overestimation should not be bi-
ased towards either group. 
 

Proportion of Child-Directed Speech. Our other measure of interaction is the 
proportion of utterances that are child-directed, derived from the manual annota-
tions. Each proportion was calculated as the number of utterances (produced by 
someone other than the target child) tagged with a child as the addressee, out of the 
total number of utterances. Annotator agreement for addressee was 93%, with a 
kappa of 0.90 [CI: 0.89–0.91]. 
 
 Linguistic Features. 
 

Type Token Ratio. As in previous work (e.g., Montag et al., 2018; Pancsofar & 
Vernon-Feagans, 2006; Templin, 1957), we calculated the lexical diversity of the input 
by dividing the number of unique words by the total number of words (i.e., the type-
token ratio). Because the type-token ratio changes as a function of the number of 
words in a sample (Montag et al., 2018; Richards, 1987), we first standardized the size 
of the sample by cutting the manual annotations in each recording into 100-word bins. 
We then calculated the type-token ratio within each of these bins by dividing the num-
ber of unique words in each bin by the number of total words (~100) and then 
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averaged the type-token ratio across bins for each child5. This provided a measure of 
lexical diversity: per 100 words, how many unique words are children exposed to? 

 
MLU. We also analyzed the syntactic complexity of children’s language input, 

approximated as mean utterance length in morphemes. Each utterance in a child’s 
input was tokenized into morphemes using the ‘morphemepiece’ R package (Bratt & 
Harmon, 2022). We then calculated the mean length of utterance (number of mor-
phemes) in each audio recording. We manually checked utterance length in a random 
subset of 10% of the utterances (n = 2826 utterances), which yielded an intra-class 
correlation coefficient of 0.94 agreement with the morphemepiece approach (CI: 
0.94–0.95, p < .001), indicating high consistency. 
 

Conceptual Features. Our analysis of the conceptual features aims to measure 
the extent to which language input centers around the “here and now”: things that are 
currently present or occurring that a child may attend to in real time. We approximate 
here-and-nowness using lexical and morphosyntactic properties of the input. 
 

Proportion of temporally displaced verbs. We examined the displacement of 
events (focusing on the “now” aspect of here-and-now) discussed in children’s linguis-
tic environment, via properties of the verbs in their input. We are attempting to high-
light semantic features of the language environment with a morphosyntactic proxy. 
We do so here by categorizing utterances based on the syntactic and morphological 
features of verbs, since these contain some time information in their surface forms. 
We assigned each utterance a temporality value: utterances tagged “displaced” de-
scribe events that take place in the past, future, or irrealis space, while utterances 
tagged “present” describe current, ongoing events. This coding scheme roughly 
aligns with both the temporal displacement and future hypothetical categories in 
Grimminger et al. (2020; see also: Hudson, 2002; Lucariello & Nelson, 1987). That is, 
for this event temporality-based measure, rather than focusing on whether any of the 
noun referents in an utterance are present or attended to by the child, we focus on 
whether the events concerning them are presently occurring and salient.  
 
To do this, we used the udpipe package (Wijffels, 2023) to tag the transcriptions with 
parts of speech and other lexical features, such as tense, number agreement, or case 
inflection. To be marked as present, a verb either had to be marked with both present 
tense and indicative mood or appear in the gerund form with no marked tense (e.g. 
‘you talking to Papa?’). Features that could mark an utterance as displaced included 
past tense, presence of a modal, presence of ‘if’, or presence of ‘gonna’/‘going to’, 

 
5 Computing TTR over the entire sample instead of averaging over 100-word bins rendered the same 
pattern of results. 



 Language Development Research  
 
 
 
 
 

Volume 5, Issue 3 
 

44 

‘have to’, ‘wanna’/‘want to’, or ‘gotta’/‘got to’6, since these typically indicate future 
events, belief states and desires, rather than real-time events. In the case of utter-
ances with multiple verbs, we selected the features from the first verb or auxiliary, as 
a proxy for hierarchical dominance. Utterances without verbs were excluded. A small 
number of verb-containing utterances in our corpus were left “ambiguous” (n = 
1440/8930), either because they were fragments or because the automated parser 
failed to tag any of the relevant features. We manually checked verb temporality in a 
random subset of 10% of the utterances (n = 825). Notably, we did not simply verify 
whether the tagger accurately identified tense and aspect. Rather, human coders ho-
listically tagged the utterance as decontextualized or not, factoring in meaning, con-
text, and syntax, providing a stronger test of reliability against the tagger’s verb-tense 
based assessment. Human judgments of event temporality aligned with the auto-
mated tense tagger 76% of the time (kappa = 0.56, CI: 0.56-0.62, p = .050), indicating 
substantial agreement, with the majority of discrepancies occurring on utterances the 
tagger categorized as ambiguous. 
 

Proportion of highly visual words.  In addition to this general measure of de-
contextualized language, we include one measure that is uniquely decontextualized 
for blind children: the proportion of words in the input with referents that are highly 
and exclusively visual. We first filter the input to only content words (excluding, for 
example: the, at, of ). We then categorize the perceptual modalities of words’ referents 
using the Lancaster Sensorimotor Norms, which are ratings from sighted adults not-
ing the extent to which a word evokes a sensory experience in a given modality 
(Lynott et al., 2020). Each of the approximately 40,000 words in the Lancaster Sen-
sorimotor Norms gets a score for each of 6 sensory modalities (auditory, haptic, gus-
tatory, interoceptive, olfactory, visual). In this rating system, words with higher rat-
ings in a given modality are more strongly associated with perceptual experience in 
that modality, and a word’s dominant perceptual modality is the modality which re-
ceived the highest mean rating. We tweak this categorization in two ways: we catego-
rized content words that received relatively low ratings across all modalities (<3.5./5) 
as predominantly amodal, and content words whose ratings were distributed across 
modalities were categorized as multimodal7. Using this system, each of the content 
words in children’s input were categorized into their primary perceptual modality; 

 
6 Only the “-to” forms of these verbs are pulled specifically into the “displaced” category, because they 
specifically select phrasal complements. Sentences like “I want that ball” are treated as having a sepa-
rate verb than “wanna;” in this case the utterance would be tagged as present tense and put into the 
“present” category since it is grounded in present objects and events. 
7 Words with perceptual exclusivity scores < 0.5 (calculated as a word’s range of ratings across modali-
ties divided by the sum of ratings across modalities, Lynott et al., 2020) were re-categorized as multi-
modal. The cut-offs for classifying amodal and multimodal words were chosen based on authors’ intu-
itions regarding what thresholds seemed to classify the words well into amodal, multimodal, and visual 
phenomena. That said, results are robust across a range of thresholds, and all data are provided to 
interested readers should they be interested in considering other values. 
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76% of the words in our corpus had a corresponding word in the Lancaster ratings 
and could be categorized in this way. For each child, we extracted the proportion of 
exclusively visual words in their home speech sample. Examples of visual words in-
clude: “blueprint”, “see”, “color”, “sky”, “pictures”, “lighting”, “moon”, “glowing”. 
 

Results 
 
Comparing Properties of Language Input 
 
Our study assesses whether language input to blind children is different from the lan-
guage input to sighted children, along the dimensions of word count, interaction, lin-
guistic, and conceptual properties. We test for group differences using paired t-tests 
or non-parametric Wilcoxon signed rank tests, when a Shapiro-Wilks test indicates 
that the variable is not normally distributed (summarized in Table 2). Because this 
analysis involves multiple tests against the null hypothesis (that there is no difference 
in the language input to blind vs. sighted kids), we use the Benjamini-Hochberg correc-
tion (Benjamini & Hochberg, 1995) to control false discovery rate (Q = .05) for each set 
of analyses (word count, interaction, linguistic, conceptual). Because each dimen-
sion’s analysis consists of two statistical tests, our Benjamini-Hochberg critical values 
were p < 0.025 for the smaller p value and p < 0.05 for the larger p value. The results 
are summarized in Table 2: how each measure was calculated; what portion of the 
recording the measure was calculated over; whether a parametric or non-parametric 
test was used; the mean, median, and range for blind and sighted children, and the 
raw (uncorrected) p-value of the test comparing groups. Only the proportion of dis-
placed verbs reached significance at our corrected p < .025 threshold for significance. 
 
Table 2. Summary of language input variables. 
 

Varia-
ble 

Description Portion of  
Recording 

Test Blind 
Mean,  
Median, 
Range  

Sighted 
Mean,  
Median, 
Range 

p 
value 

Adult 
Word 
Count 

Estimated number of 
words in recording 
categorized as 
nearby adult speech 
by LENA algorithm. 

Whole day t-test 2124, 1808,  
779–3968 
words/hour 

2117, 2047,  
951–3216 
words/hour 

.984 

Manual 
Word 
Count 

Number of word to-
kens from speakers 
other than target 
child. 

Random t-test 3994, 3504, 
1208–7288 
words/hour 

4598, 4296,  
780–8668 
words/hour 

.307 



 Language Development Research  
 
 
 
 
 

Volume 5, Issue 3 
 

46 

Conver-
sational 
Turn 
Count 

Count of temporally 
close switches be-
tween adult and tar-
get-child vocaliza-
tions, divided by re-
cording length. 

Whole day Wil-
coxon 
test 

66, 49,  
26–180 
turns/hour 

71, 65,  
18-–69 
turns/hour 

.811 

Prop. 
Child- 
Directed 
Speech 

Number of utter-
ances tagged with 
child addressee out 
of total number of 
utterances, from 
speakers other than 
target child. 

Random t-test 0.55, 0.60,  
0.19–1 

0.57, 0.57,  
0.09–0.95 

.978 

Type- 
Token  
Ratio 

Average of the type-
token ratios (number 
of unique words di-
vided by number of 
total words) for each 
of the 100-word bins 
in their sample. 

Random + 
High-Vol 

t-test 0.64, 0.65,  
0.58–0.67 

0.63, 0.63,  
0.54–0.69  

.353 

Mean 
Length 
of Utter-
ance 

Average number of 
morphemes per ut-
terance 

Random + 
High-Vol 

t-test 5.53, 5.28,  
4.13–7.71  
mor-
phemes 

4.97, 5.11,  
4.09–5.87  
mor-
phemes 

.063 

Prop.  
Dis-
placed 
Verbs 

Proportion of verbs 
that refer to past, fu-
ture, or hypothetical 
events 

Random + 
High-Vol 

t-test 0.34, 0.33,  
0.24–0.43 

0.29, 0.3,  
0.13–0.39 

.018* 

Prop.  
Visual 

Proportion of words 
in the input with 
high visual associa-
tion ratings and low 
ratings for other per-
ceptual modalities 

Random + 
High-Vol 

Wil-
coxon 
test 

0.1, 0.08,  
0.04–0.21 

0.11, 0.1,  
0.06–0.22 

.421 
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Overall Quantity. We first compared the language input to blind and sighted children 
using two measures of the number of words in their environment: LENA’s automated 
Adult Word Count and our transcription-derived Manual Word Count. Despite wide 
variability in the number of words children hear (Range from Manual Word Count: 
604–3644 wordsblind, 390–4334 wordssighted per hour), along both word count measures, 
blind and sighted children did not differ (Adult Word Count: t(14) = -0.02, p = .984; 
Manual Word Count: t(14) = 1.06, p = .307); see Figure 1. 

Figure 1. Comparing LENA-generated adult word counts (left) and transcription-
based word counts in the input of blind and sighted children. Violin density represents 
the distribution of word counts for each group. Grey lines connect values from 
matched participants. Black dot and whiskers show standard error around the mean. 
Neither measure differed between groups. 
 
Interaction.  Our corpus also revealed no significant difference in the amount of in-
teraction with the child, measured as the proportion of child-directed speech (t(14) = 
0.24, p = .811) or in conversational turn counts to blind children versus to sighted chil-
dren (W = 61, p = .978). Across both groups, child-directed speech constituted approx-
imately 56% of the input, and children were involved in an estimated 34 conversa-
tional turns per hour (based on the LENA automated metric); see Figure 2. 
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Figure 2. Comparing LENA-generated conversational turn counts (left) and propor-
tion of utterances in child-directed speech (center). Violin density represents the dis-
tribution of values for each group. Grey lines connect values from matched partici-
pants. Black dot and whiskers show standard error around the mean. The full break-
down by addressee is shown in the rightmost panel. Neither conversational turn count 
nor proportion of child-directed speech differed between groups. 
 
Linguistic Features.  Similarly, neither linguistic variable differed across groups: 
blind and sighted children’s input had comparable type-token ratios (t(14) = -0.96, p = 
.353) and utterance lengths (t(14) = -2.02, p = .063). Children in our samples heard on 
average 64 unique words per hundred words and 5.20 morphemes per utterance; see 
Figure 3. 
 
Conceptual Features.  Lastly, we compared two measures of the conceptual features 
of language input: the proportion of temporally displaced verbs and the proportion 
of highly visual words; see Figure 4. We found that blind children heard a higher pro-
portion of displaced verbs than sighted children (t(14) = -2.68, p = .018), which on av-
erage equates to 22 more utterances about past, future, or hypothetical events per 
hour. We found no significant difference across groups in the proportion of highly 
visual words8 (W = 75, p = .421), which constituted roughly 10% of the input for both 
groups. 
 

 
8 And similarly, there were no significant group differences in the proportions of auditory words, tac-
tile words, or non-visual-but-still-perceptual words. 
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Figure 3. Comparing linguistic features: Mean length of utterance (left) and type-to-
ken ratio (right). Violin density represents the distribution of values for each group. 
Grey lines connect values from matched participants. Black dot and whiskers show 
standard error around the mean. Utterances in blind children’s input were signifi-
cantly longer, and type- token ratio was significantly higher. Note that the y-axis on 
the type-token ratio plot has been truncated. 
 
Evidence of Absence?  To explore the extent to which any observed lack of difference 
could be interpreted as equivalence – that blind and sighted children’s input did not dif-
fer–, we also conducted equivalence tests for variables that did not differ significantly 
across groups. Thus, for adult word count, manual word count, conversational turn 
count, proportion of child-directed speech, type-token ratio, MLU, and proportion of 
visual words, we conducted two one-sided equivalence tests (Lakens, 2017) against a 
small, moderate, and large effect sizes (Cohen’s |d| < 0.3, |d| < 0.5, d < 0.7, respectively). 
Given our relatively small sample, for all but the largest effect sizes tested, results 
were inconclusive, i.e. it remains possible there are small to moderate differences in 
the input across the blind and sighted groups. For adult word count, conversational 
turn count, proportion of child-directed speech, and proportion of highly visual 
words, we found evidence for equivalence (i.e. a significant equivalence test) when 
the Cohen’s D threshold is set at |0.7|. Full equivalence test results are available in the 
Supplementals. 
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Figure 4. Left col: Comparing proportion of temporally displaced verbs (top) and pro-
portion of highly visual words (bottom). Violin density represents the distribution of 
values for each group. Grey lines connect values from matched participants. Black dot 
and whiskers show standard error around the mean. Right col: Full distribution of 
verb types (top) and sensory modality (bottom) by group, collapsing across partici-
pants. Blind children’s input contained significantly more temporally displaced 
verbs. Notably, the groups did not differ in the proportion of highly visual words.  
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Age Differences. Lastly, we used a series of linear models (each predicting one 
of our input variables, based on an interaction between age and group) to explore 
whether input characteristics differed for younger vs. older children. We note that 
these analyses are extremely exploratory but are offered in the spirit of transparency 
to comment on the developmental trends in a limited sample. For the number of 
words in the input, the proportion of child-directed speech, MLU, and the proportion 
of temporally displaced verbs, we did not find that the input differed across age for 
either of our groups (ps > .05 for all interaction terms). We found that the number of 
conversational turns increased across age, such that for each month older, children 
took part in 1.78 more conversational turns per hour (p = .004), and this effect did not 
differ across groups. The proportion of visual words in children’s input increased 
across developmental time for sighted children (by ~0.72% per month, p < .001) but 
not for blind children. An opposite pattern arose for amodal words: across develop-
mental time, sighted children had fewer amodal words in their input (-0.39% fewer 
per month, p < .001) whereas blind children had marginally more (by ~0.26% per 
month, p = .082). This interaction with age was not observed for any of the other sen-
sory modalities. Tables and figures for these exploratory models are available in Sup-
plementals. 
 

Discussion 
 
In this study, we analyzed the everyday language input to 15 young congenitally-blind 
children alongside a carefully peer-matched sighted sample using LENA audio re-
corders. While still relatively modest in absolute terms, this is a larger and more nat-
uralistic sample than has previously been leveraged by prior work with this low-inci-
dence population. We found that along the word count, interaction, and linguistic di-
mensions, caregivers talked similarly to blind and sighted children, with small but 
potentially notable differences in conceptual content of the input. We discuss each of 
these results further below. 
 
Word Count 
 
Across two measures of input word count, one estimated from the full sixteen-hour 
recording (Adult Word Count) and one precisely measured from a 30-minute samples 
from the day (Manual Word Count), blind and sighted children were exposed to sim-
ilar amounts of speech in the home. Word count was highly variable within groups, 
but we found no evidence for between group differences, though it remains a possi-
bility that there are smaller effects that we were unable to detect. This lack of differ-
ence runs counter to two folk accounts of language input to blind children: 1) that 
sighted parents of blind children might talk less because they don’t share visual com-
mon ground with their children; 2) that parents of blind children might talk more to 
compensate for their children’s lack of visual input. Instead, we find a similar amount 
of speech across groups. 



 Language Development Research  
 
 
 
 
 

Volume 5, Issue 3 
 

52 

Interaction 
 
We quantified interaction in two ways: through the LENA-estimated conversational 
turn count and through the proportion of child-directed speech in our manual anno-
tations. Again, we found no differences across groups in the amount of parent-child 
interaction. This finding contrasts with previous research; other studies tend to report 
less interaction in dyads where the child is blind (Nagayoshi et al., 2017; Rogers & 
Puchalski, 1984; as measured by responsiveness, Tröster & Brambring, 1992; initia-
tions of interactions, Andersen et al., 1993; Dote-Kwan, 1995; Kekelis & Andersen, 
1984; Moore & McConachie, 1994; Tröster & Brambring, 1992; caregiver dominance 
of the conversation, Kekelis & Andersen, 1984; or “weak and inconsistent” responses 
to blind infants’ vocalizations, Rowland, 1984). Our use of daylong audio recordings 
might explain this apparent discrepancy in results. For one thing, many prior studies 
(e.g., Kekelis & Andersen, 1984; Moore & McConachie, 1994; Pérez-Pereira & Conti-
Ramsden, 2001; Preisler, 1991) involve videorecordings in the child’s home, with the 
researcher present. Like other young children, blind children distinguish between 
familiar individuals and strangers and react with trepidation to the presence of a 
stranger; for blind children, this reaction may involve “quieting”, wherein children 
cease speaking or vocalizing when they hear a new voice in the home (Fraiberg, 1975; 
McRae, 2002). By having a researcher present during the recordings9, prior research 
may have artificially suppressed blind children’s initiation of interactions. Even nat-
uralistic, observer-free videorecordings appear to inflate aspects of parental speech, 
relative to daylong audio recordings (Bergelson et al., 2019).  
 
Additionally, a common focus in earlier interaction literature is to measure visual 
cues of interaction, such as shared gaze or attentiveness to facial expressions (Baird, 
Mayfield, & Baker, 1997; Nagayoshi et al., 2017; Preisler, 1991; Rogers & Puchalski, 
1984). For example, Nagayoshi et al. (2017) write: “Infants with visual impairment 
were characterized by high likelihood of developmental delays and problematic be-
haviors; they tended not to turn their face or eyes toward their mothers.” We can’t 
help but wonder: are visual markers of social interaction the right yardstick to meas-
ure blind children against? In line with MacLeod and Demers (2023), perhaps the field 
should move away from sighted indicators of interaction “quality”, and instead situate 
blind children’s interactions within their own developmental niche, one that may be 
better captured with auditory- or tactile-focused measures. While daylong audio re-
cordings excel at capturing extended, naturalistic spoken language use, they miss 
non-verbal information, like proximity, touch, or physical properties of the referent. 
In contrast, video recordings could provide rich information about these multimodal 
features. Future work should consider integrating these approaches to provide a 
more comprehensive view of blind children’s interactions. 

 
9 Fraiberg (1975) writes “these fear and avoidance behaviors appear even though the observer, a twice-
monthly visitor, is not, strictly speaking, a stranger.” (pg. 323). 
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Linguistic Features 
 
Along the linguistic dimension, we measured type-token ratio and mean length of ut-
terance. Parents of children with disabilities (including parents of blind children, 
e.g., Chernyak, n.d.; FamilyConnect, n.d.) are often advised to use shorter, simpler 
sentences with their children; correspondingly, previous work finds that parents of 
children with disabilities tend to find that parents do use shorter, simpler utterances 
(e.g., Down syndrome, Lorang et al., 2020; hearing loss, Dirks et al., 2020). While lan-
guage input patterns among these populations may not necessarily generalize to blind 
children, the societal infantilization of disabled people broadly, including blind indi-
viduals (Bulk et al., 2020; Hernandez Padilla & Arias Valencia, 2024), might lead to 
differences in how caregivers structure their input. We therefore hypothesized that 
caregivers might provide shorter utterances and less lexically diverse input to blind 
children compared to their sighted peers. Instead, we found that blind children heard 
indistinguishable input by these metrics, with, if anything, a (marginally significant) 
trend towards longer sentences in their input. Contrary to the advice often given to 
parents, evidence suggests that, longer, more complex utterances are associated with 
better child language outcomes in both typically-developing children (Hoff & Naigles, 
2002) and children with cognitive differences (Sandbank & Yoder, 2016). And simi-
larly, higher lexical diversity is associated with larger vocabulary (Anderson et al., 
2021; Hsu et al., 2017; Huttenlocher et al., 2010; Rowe, 2012; Weizman & Snow, 2001). 
Regardless, the present analysis did not reveal robust statistical evidence that, at least 
on the group level, caregivers systematically provide utterances with different length 
or lexical diversity as a function of whether their child could see. 
 
Conceptual Features 
 
Although there are many potential ways to measure the conceptual features of lan-
guage, we chose to capture here-and-now-ness by measuring the proportion of tempo-
rally displaced verbs (i.e., targeting non-present events) and the proportion of highly 
visual words. We found that blind children heard roughly 5% more temporally dis-
placed verbs than sighted peers. This measure is imperfect: in using tense as a proxy 
for conceptual features, it fails to adjudicate, for example, the decontextualized na-
ture of a “make-believe” utterance in the present tense, or the salience of a past-tense 
utterance describing an event that happened seconds before10. Nonetheless, we be-
lieve this captures similar or higher amounts of signal relative to more costly manu-
ally-annotated measures. Moreover, though blind and sighted participants were 

 
10 One concern about this metric is its treatment of multi-clause utterances. For example, in “I went to 
the grocery store and now I’m watching TV”, “went” is not syntactically higher than “watching” but our 
classification system would rely on the tense of “went” alone. In practice, only 1.7% of utterances in 
our dataset contain verbs both before and after a conjunction, while 11.05% contain syntactic subordi-
nation, where the tense of the highest verb is most appropriate to assess. 
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exposed to a similar proportion of highly visual words, the referents of these words 
are by definition inaccessible to the blind participants. Our conceptual results suggest 
that blind children’s input could be less focused on the here-and-now.  
 
The extent to which blind children’s language input is centered on the here-and-now 
has been contested in the literature (Andersen et al., 1993; J. Campbell, 2003; Kekelis 
& Andersen, 1984; Moore & McConachie, 1994; Urwin, 1984). This aspect of language 
input is of particular interest because early reports suggest that blind children’s own 
use of decontextualized language develops later than sighted children’s (Bigelow, 
1990; Urwin, 1984). Could such a difference be attributed to an absence of decontex-
tualized language in the input? Our results suggest this is unlikely: we found that blind 
children’s input contained more decontextualized language (as indicated by verb tem-
porality) rather than less. Speculatively, this may be because visually-oriented, 
sighted caregivers find a perceptual common ground for discussion, instead of re-
placing visually-grounded conversation with sensory modalities that the child can ac-
cess. For example, while riding on a train, parents of sighted children may discuss 
the changing scenery outside the window, which is present, perceptually accessed by 
both parent and child, and salient as a topic of conversation. Present, perceptually 
available features of the environment for the blind child, such as the rumble of the 
train and velvety feel of the seats, may be less salient to the sighted parent as a topic 
of discussion, which may lead the caregiver to choose to talk about events that hap-
pened earlier in the day or their plans upon arriving home. Past and future events are 
experienced via mental representation rather than perceptually for caregiver and 
child alike. This is a potential avenue for broadening the concept of joint attention as 
a fundamental feature of conversation and language acquisition beyond shared visual 
reference.  
 
Our findings indicate that sighted caregivers used a comparable amount of ‘highly 
visual’ words when speaking to their blind children and their sighted peers, as meas-
ured using sensorimotor norms derived from sighted adults (Lynott et al., 2020). 
While these norms offer a valuable framework for analyzing input from sighted care-
givers, it is important to consider the semantic implications for blind children them-
selves. Kerr and Johnson (1991) reported that blind adults rated traditionally visual 
words, like ‘sky,’ as evoking more varied and multimodal mental imagery, including 
tactile and spatial experiences. Future work developing sensory norms specifically 
tailored to blind individuals would provide valuable insights into these children’s per-
ceptual-semantic mappings. In the meantime, our findings suggest that while care-
givers do not reduce their use of visual words when interacting with blind children, 
these words could potentially take on unique semantic dimensions within the linguis-
tic and sensory environments of blind learners. Without further information about 
the social and perceptual context, it is difficult to determine the motivation of any 
differences we find in the input’s conceptual features (e.g. in decontextualized 
speech). As more dense annotation becomes available, we look forward to further 
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work exploring the social and environmental contexts of conceptual information as 
it unfolds across discourse. 
 
Without further information about the social and perceptual context, it is difficult to 
determine the motivation of any differences we find in the input’s conceptual features 
(e.g. in decontextualized speech). As more dense annotation becomes available, we 
look forward to further work exploring the social and environmental contexts of con-
ceptual information as it unfolds across discourse. 
 
It is worth underscoring again how much variability there is within groups and how 
much consistency there is between groups. One could imagine a world in which the 
language environments of blind and sighted children are radically different from 
each other. Our data do not support that hypothesis. Rather, we find similarity in 
word count, interaction, and linguistic properties, alongside modest differences in 
conceptual properties. That is, in line with recent work highlighting immense within-
group variability across many different socio-cultural and linguistic contexts (Bergel-
son et al., 2023), our blind and sighted groups here have large within-group variability 
but very few between-group differences. Despite strikingly different visual experi-
ences, young blind and sighted learners have at best modest differences in their 
speech environments. 
 
Connecting to Language Outcomes 
 
Our results uncover no systematic group differences in word count, amount of lan-
guage interaction, or linguistic complexity parents provide to blind vs. sighted chil-
dren, at least as measured here. When we do see differences, language input to blind 
children looks more conceptually complex or perceptually unavailable. In other pop-
ulations, complexity of this sort is linked with more sophisticated child language out-
comes (Demir et al., 2015; Rowe, 2012; Uccelli et al., 2019), so it is not the case that 
blind children’s language input is “impoverished” in this sense.  
 
In our modestly-sized, predominantly pre-lexical sample, linking language input to 
children’s language outcomes directly is not yet feasible, but prior literature allows 
us to speculate on two possibilities. First, if input effects pattern similarly for blind 
and sighted children, we would expect blind and sighted children alike to benefit 
from more input (Anderson et al., 2021; Gilkerson et al., 2018; Huttenlocher et al., 
1991; Rowe, 2008), more interactive input (Donnellan et al., 2020; Goldstein & 
Schwade, 2008; Hirsh-Pasek et al., 2015; Romeo et al., 2018; Rowe, 2008; Shneidman 
et al., 2013; Weisleder & Fernald, 2013), more linguistically complex input (Anderson 
et al., 2021; de Villiers, 1985; Hadley et al., 2017; Hoff, 2003; Hsu et al., 2017; Hut-
tenlocher et al., 2002, 2010; Naigles & Hoff-Ginsberg, 1998; Rowe, 2012; Weizman & 
Snow, 2001), and more conceptually complex input (Demir et al., 2015; Rowe, 2012; 
Uccelli et al., 2019). 
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At the same time, however, recent results show that blind children have a roughly 
half-year delay in their productive vocabulary, relative to sighted peers (E. E. Camp-
bell et al., 2024). If properties of the language input play a role in this delay, this raises 
the second possibility: that language input affects acquisition differently for blind chil-
dren than it does for sighted children. Under this possibility, blind children would 
benefit from less complex language input, and the equivalencies in word count, lin-
guistic complexity and interactivity alongside the increased conceptual complexity 
we find here would, in theory, contribute to early vocabulary delays. 
 
To show our cards, we are inclined towards option one: that blind children benefit 
from language input in the same ways as sighted peers (Landau & Gleitman, 1985), 
and that this additionally extends to the benefits of receiving more conceptually com-
plex language input. Language regularly supports learning in the absence of direct 
sensory perception (e.g., reading a book about mythical creatures). Given the lan-
guage skills of blind adults (Loiotile et al., 2020; Röder et al., 2003; Röder et al., 2000), 
it is undeniable that language is a rich source of meaning for blind individuals as well 
(E. E. Campbell & Bergelson, 2022; Lewis et al., 2019; van Paridon et al., 2021). Testing 
each of these predictions– as well as whether links between language input and lan-
guage outcomes change across developmental time– awaits further research. 
 
In either case, if properties of language input do influence blind children’s language 
outcomes, attempting to train parents to talk differently may be unfruitful. While 
some input-focused interventions show promise (Huber et al., 2023; Roberts et al., 
2019), such interventions often fail to change parental speech patterns on more ex-
tended timescales (e.g., McGillion et al., 2017; Suskind et al., 2016). 
 

Conclusion 
 
In summary, our study compared language input in homes of 15 blind and 15 sighted 
infants. We found that both groups received language input with similar quantities of 
speech, interactivity, and linguistic complexity. Additionally, blind children were ex-
posed to input that had somewhat more conceptual complexity, with more decontex-
tualized talk and words for less perceptually-available (visual) referents. This suggests 
that young blind children are being exposed to a rich linguistic environment that dif-
fers only modestly from the language input of sighted children. Our study does not 
imply that parents should change their communication styles, but rather highlights 
the language experiences of blind children. Future research linking input measures 
to language development and cognitive abilities of blind and sighted children alike 
would be a fruitful and welcome next step. 
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Abstract: Developmental dyslexia (DD) is associated with phonological deficits. In this article, we will 
discuss the phonological deficits occurring in DD by applying psycholinguistic models of speech 
production (Levelt et al., 1999; Dell, 1986). According to these models, output phonology is created 
through a process called phonological encoding, which operates in a close relationship with internal 
speech monitoring. We will argue that in decoding (reading by using letter-sound correspondences 
instead of whole word recognition) phonological word-forms are assembled within the speech output 
system by utilising phonological encoding and, more specifically, through a process that we call 
unguided phonological encoding. In this process, encoding is done in a piece-by-piece fashion without 
access to an active word-form, which means that internal speech monitoring cannot function in a 
normal manner. This makes the process less regulated and more prone to difficulties. We argue that 
DD is related to difficulties in unguided phonological encoding. We will consider the implications of 
our theoretical hypotheses, first, from a clinical perspective by providing a qualitative description of 
typical blending difficulties among children with DD at our clinic. Second, we will discuss earlier 
research literature on DD by focusing on how difficulties in unguided phonological encoding could 
explain the widely researched features of DD. Finally, we will outline a few possibilities for how our 
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Introduction 
 
Developmental dyslexia (DD) is a condition characterised by slow and inaccurate 
reading. In particular, it is related with poor decoding skills (reading by using letter-
sound correspondences instead of whole word recognition). DD has been associated 
with deficits in the spoken language system (Snowling, 2000), particularly with 
phonological deficits in three areas: phonological awareness, short term memory and 
rapid naming (Wagner & Torgesen, 1987; Bus & Van IJzendoorn, 1999; Snowling, 
1998). However, it remains under dispute whether phonological deficits cause some, 
all or any of the observed reading difficulties and if they do, what the mechanisms 
involved are.  
 
We will discuss the phonological deficits occurring in DD in a psycholinguistic 
framework by applying well known and extensively tested model(s) of speech 
production (Levelt et al., 1999; Dell, 1986). In contrast to some other psycholinguistic 
models used in the context of dyslexia, these models of speech production, 
significantly, discriminate between lexical representations and output representations. 
Lexical representations are permanent and contain only basic information of word-
forms (phonemes and possibly stress) whereas output representations are fully 
formed phonological entities, words or utterances, complete with all the phonological 
features that speech contains. These output representations are not stored for long 
periods of time and, consequently, they are formed anew each time when needed. In 
these psycholinguistic models, the output representations are formed through a 
process called phonological encoding, which operates in a close relationship with 
internal speech monitoring. By applying this framework, we will discuss how the 
mechanisms related to phonological encoding and internal speech monitoring may 
cause the observed difficulties in dyslexics’ reading and phonological tasks. 
 
It has been hypothesised that problems in phonological representations cause the 
reading difficulties in dyslexia (Shankweiler et al., 1979; de Gelder & Vroomen, 1991; 
Fowler, 1991; Elbro, 1998; Mody et al., 1997; Manis et al., 1997; Swan & Goswami; 
1997). Some hypotheses locate the deficit specifically in output representations 
(Hulme & Snowling, 1991; Ramus, 2001) but these hypotheses have not been 
confirmed in experimental research. Instead, several experiments have found no 
clear signs of deficits in dyslexics’ representations by investigating output in word 
repetition, non-word repetition and sentence production tasks (e.g. Ramus, 2008; 
Szenkovits et al. 2016). However, we suggest that designing experiments that also 
consider the role of internal monitoring processes in the formation of output 
representations might lead to different outcomes. 
 
Internal speech monitoring serves the purpose of regulation and error-correction 
during the phonological encoding process (Gauvin & Hartsuiker, 2020; Nozari, 2018). 
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In short, internal monitoring uses phonological information in the phonological 
lexicon to supervise and aid the phonological encoding process (the forming of output 
representations). Monitoring is targeted not only to the end-products of phonological 
encoding but also to the process itself (for an overview: Nozari & Novic, 2017). In the 
experiments targeted to chart deficits in dyslexics’ output representations (Ramus, 
2008; Szenkovits et al., 2016), tasks (e.g. word and non-word repetition, sentence 
production) have allowed for the normal functioning of internal speech monitoring, 
that is, the full information about the end-product has been available during the 
process either in the lexicon (words) or in short-term memory (non-words). In 
contrast, we will suggest that in decoding situations phonological encoding operates 
pre-lexically. In such situations, as the end-product (e.g. word) only emerges in a 
piece-by-piece fashion, internal monitoring would have no access to phonological 
information of the complete end-product in the lexicon or short-term memory and 
phonological encoding would have to operate with reduced monitoring possibilities. 
This may cause the formation of output representations to be more prone to 
difficulties in decoding situations in comparison to (normal) speech production. 
 
We argue that reading and speech production share the fundamental mechanism of 
building phonological forms: they both rely on phonological encoding. To be more 
precise, we suggest that during the decoding process output representations are 
formed before lexical involvement by using smaller phonological components as an 
input (e.g. individual phonemes, syllables). This is in line with the literature in 
reading research that indicates that at the very early stages of reading, before lexical 
involvement, the reading process is sequential, sound based and follows the features 
of speech (for reviews: Pollatsek, 2015; Leinenger, 2014). However, we suggest that 
phonological encoding functions differently during speech production and word 
decoding. During speech production, internal speech monitoring is able to regulate 
the encoding process by comparing the output to the existing phonological lexicon. 
In contrast, internal speech monitoring cannot function in a normal manner during 
decoding as the end-product is not known, which makes the decoding process less 
regulated. This means that whenever we read a word that we do not recognise (and 
consequently use decoding), we build larger phonological entities from smaller 
pieces without the knowledge of the end-product during the process. In this situation, 
we argue, phonological encoding operates under reduced monitoring possibilities. 
 
The involvement of the speech output system in decoding (and reading) is supported 
by many research findings. There is evidence that the same serial phonological 
encoding mechanism is used in naming objects and reading their names (Roelofs, 
2004).  Dyslexics’ rapid naming is more significantly facilitated by phonological cues 
in comparison to controls, which suggests that slowness in naming is affected by 
problems in phonological encoding (Truman & Hennessey, 2006). There is also 
evidence that the masked onset priming effect, which is closely related to the serial 
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nature of the reading process, actually takes place within the speech output system 
(Kinoshita, 2000; Kinoshita & Woollams, 2002). Additionally, neuroimaging evidence 
suggests that brain areas associated with speech production are involved in reading 
much earlier than would be expected if decoding happened outside speech system 
(Uno et al., 2025; Cornelissen et al., 2009).  
 

 
Thus, to describe phonological encoding in decoding situations, we will extend the 
notion of phonological encoding into situations where it is done without access to an 
active word-form either in the lexicon or short-term memory – a process that we call 
unguided phonological encoding. In speech production, this process is also active, for 
example, when generating impromptu, continuous nonsense-speech by randomly 
combining phonemes and/or syllables without preparation. In such a situation, there 
is no model of the end-product available and the formation of output representations 

 
Figure 1. Simplified models of speech production and decoding aloud. During 
decoding, internal speech monitoring has no access to full word-form during 
phonological encoding – a situation here referred to as unguided phonological 
encoding. Note that the model of decoding aloud is not meant to represent a complete 
model of word recognition but only to illustrate the interplay between phonological 
encoding and internal speech monitoring during decoding. 
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(by phonological encoding) operates in a piece-by-piece fashion. Within the 
presented framework, our hypothesis can be divided to two parts: 
 

1. Building phonological word-forms during decoding relies on pre-lexical 
phonological encoding. That is, decoding utilises unguided phonological 
encoding (where there is no access to an active word-form either in the lexicon 
or short-term memory). 
 

2. DD is related to difficulties in unguided phonological encoding. 
 
It is assumed that beginner-level readers learn to decode through phonological 
blending (e.g. Rose, 2006). Blending is the process by which smaller phonological 
components (e.g. phonemes) are built into larger entities (e.g. words) in volitional 
tasks. We argue that blending and decoding both rely on the same mechanism in 
building phonological forms: that is, they rely on phonological encoding. The current 
consensus maintains that dyslexics do not have any specific difficulties in blending 
but that they demonstrate more general phonological problems (for a review: Melby-
Lervåg et al., 2012). Indeed, while dyslexics have considerable decoding difficulties, 
they seldom fail on generally used blending tasks. We suggest that this discrepancy 
could be explained by the manner in which the blending process has been defined 
and measured in earlier research. Typically, blending data in research (and in clinical 
settings) is collected using blending tasks that contain only simple phonological units 
in simple phonological environments and where fluency is not measured (for 
example: combine sounds /c/, /a/, /t/). In our clinical practice, we have developed 
tasks in which blending needs to be completed in changing and complex phonological 
environments in a fluent manner, that is, in tasks that resemble reading situations. In 
these types of tasks, we have observed distinct blending difficulties among children 
with DD.  
 
Thus, our key argument is that decoding and blending rely on phonological encoding. 
As phonological encoding is the process where output phonology is assembled (e.g. 
Keating, 2000), placing phonological blending inside that process could be considered 
self-evident. However, in research on phonological awareness it is not typically 
specified where blending takes place or whether it shares any processes with speech 
production. As for decoding, in many theories of word recognition (e.g. Coltheart et 
al., 2001; Seidenberg & McClelland, 1989), decoding is assumed to take place outside 
the speech system. To illustrate our argument, we will offer a brief discussion of the 
phonological information flow in decoding and in our oral blending tasks.  
 
As mentioned above, dyslexia is related to poor decoding skills (Lyon et al., 2003). In 
transparent orthographies in particular, this is typically reflected as disfluent 
decoding (Wagner et al., 2022). This phenomenon fits poorly to the assumption that 
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decoding would take place outside the speech system. If this was the case, the finished 
word forms would be fed into the speech production chain only when completed and 
thus one would expect that decoding aloud would consist of periods of silence 
followed by fluent speech. The silent periods would occur when phonological words 
were being build outside the speech system, and once the feed (phonological word 
form) would be sent to the speech system, normal, fluent speech would follow. This 
is not, however, what one usually observes when decoding is disfluent. Typically, the 
utterances are slow and sometimes discontinuous; it appears that disfluent decoders 
are working on the task at the same time as they are producing the answer. To us, this 
suggests that the feed to the speech production chain does not seem to be whole word-
forms, but smaller phonological components that are then combined inside the 
speech production chain. This argument also applies to the blending tasks that we 
will discuss. That is, we hypothesise that during blending phonological word forms 
are build inside the speech output system. 
 
In this article, we have started by outlining the hypothesis that both decoding and 
blending utilise phonological encoding and that DD is related to difficulties to 
unguided phonological encoding in specific. We will next proceed to describe our 
observations of blending difficulties among children with DD. These observations are 
made in clinical settings, and our aim is not to provide rigorous data but to illustrate 
our theoretical argument. We will suggest that, first, in contrast with current 
consensus, there appear to be severe problems in the blending skills of children with 
DD in a clinical context. Second, we will introduce a set of new types of blending tasks 
that can be used to measure blending in settings that resemble reading situations. We 
maintain that the study of blending difficulties among children with DD might offer 
important knowledge not only about dyslexia but about the functioning of 
phonological encoding. In the section that follows, we will provide a more detailed 
discussion of the psycholinguistic model of speech production and unguided 
phonological encoding. We will then move on to examine a body of earlier research 
literature on the speech and language difficulties associated with reading problems 
and discuss how the psycholinguistic model of phonological encoding and speech 
monitoring could explain the key features of DD. Finally, we will briefly suggest how 
our hypotheses could be tested. We argue that the focus on the interplay between 
phonological encoding and internal speech monitoring provides a framework with 
which we can ask new questions about the phonological difficulties associated with 
DD. 
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Blending Difficulties Among Dyslexics 
 
Measuring Blending 
 
In previous research as well as in clinical practice, the principal method for 
measuring phonological blending abilities has been straightforward: participants are 
given phonological items, such as phonemes, syllables, or words, and are asked to 
blend those together. This method is used in many phonological awareness 
assessment tools such as CTOPP-2 (Wagner et al., 2013) or PAT-2 (Robertson & Salter, 
2007), as well as in numerous in-lab assessment packs. While children with DD have 
shown some difficulties in these types of blending tasks, these difficulties have not 
stood out from difficulties in other areas of phonological awareness (Melby-Lervåg et 
al. 2012). This method of measuring blending skills treats blending as an isolated 
phenomenon, which is most probably intended, but it misses certain features that are 
essential when blending is used for reading purposes. In the context of reading, 
blending would be done in constantly changing phonological environments, by 
combining varying linguistic structures at a very swift pace. In contrast, in typical 
blending tasks the items are fairly uncomplicated, and the answers are not timed, 
which means that any difficulties with increasing phonological complexity and/or 
fluency are not measured. 
 
Interestingly, when children with DD are exposed to more complex blending tasks, 
rather clear patterns of blending difficulties begin to emerge. This phenomenon is 
what we have observed in our clinical practice, where we have developed certain 
types of blending tasks to support the reading skills of Finnish children with DD. Our 
tasks target a very definite set of skills, namely building a larger phonological 
structure from smaller items without access to lexical representations and with a 
limited possibility to use orthographic strategies (including full-word recognition). To 
ensure that the tasks are completed by relying on phonological blending rather than 
orthographic or guessing strategies, we use non-words or meaningless syllables as 
target structures and/or provide the blended items entirely or partly orally. Moreover, 
by manipulating the pace of the tasks, we make it harder for the children to apply 
error-correction procedures before giving answers, which makes both blending 
errors as well as disfluency more readily observable. Finally, in our tasks we use 
changing phonological environments and vary between tasks where the children are 
given the task items orally, in writing, or partly orally and partly in writing.   
 
By applying these types of blending tasks, we have observed major difficulties in 
blending among children with DD – in our case, Finnish children with DD that have 
fluent grapheme-phoneme associations to all letters of the alphabet and no apparent 
speech-sound problems. Among the children with DD at our clinic, not only are the 
blending difficulties common (rather than residual) but they also reflect certain 
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patterns. We have divided the observed difficulties in blending tasks into two groups: 
errors and laboriousness. Although these groups of difficulties have a resemblance to 
the types of reading problems associated with DD - that is, accuracy- and rate-related 
problems (e.g. Lovett, 1984; Wolf & Bowers, 1999) - we have deliberately chosen to use 
different terminology as the observed phenomenon is not reading but blending. 
 
 
Blending Errors 
 
Significantly, the blending errors that children with DD make fall into categories that 
greatly resemble phonological error patterns that occur in the speech of children with 
phonological disorder (PD) (see e.g. Dodd, 2014), including substitution errors, 
assimilation, omissions, additions, and metatheses, usually occurring at the level of 
single phonemes. Speech errors in PD are not necessarily higher in phonotactic 
probability in comparison to error-free utterances, and this is also the case with 
blending errors – they are not necessarily higher in phonotactic probability in 
comparison to error-free blending. The observed error types occur both with vowels 
and consonants in various phonological contexts. While we have not tried to map out 
all types of potential errors based on our clinical observations, certain phonological 
environments, such as consonant clusters and diphthongs, seem to be more prone to 
errors. As with the errors in PD, it is conceivable that there are certain patterns 
depending on the phonotactics of the language in question. Our aim here is not to 
describe a set of typical patterns in Finnish but to present a few observations to 
illustrate some of the error types that children with DD at our clinic typically 
demonstrate. Moreover, what we see at the clinic are idiosyncratic patterns of errors 
that may vary from a general difficulty related to several phonemes to very narrow 
difficulties with one or two phonemes in specific syllable structures and 
combinations. The following examples are collected from different children with DD 
between ages 9-12. 
 
To start with the case of consonant clusters, the errors that emerge often look like 
this: when a child is asked to blend a written syllable with another syllable given 
orally, for instance sin and /so/, the produced answer involves consonant errors (e.g. 
[sinto] instead of sinso). In our tasks, the errors do not necessarily emerge if only two 
items are blended (e.g. into one syllable/word) but become apparent when the same 
blending process is repeated in a series of items – which is closer to the process of 
reading out loud or producing continuous speech. We usually see errors emerging in 
a task in which the child is asked to continuously blend a list of written syllables with 
an orally given syllable, for instance, adding /so/ to the end of five different syllables 
sin, ket, lok, mat, vel, which would correctly result in sinso, ketso, lokso, matso, velso but 
may, in fact, come out as [sinto kesso kolso matso veltso]. That is, the blending 
difficulties emerge in the form of several different patterns, including substituting /s/ 
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with /t/ in [sinto]/sinso, an assimilation in [kesso]/ketso, a metathesis in [kolso]/lokso 
and an addition of a /t/ in [veltso]/velso. It is important to note that the children do not 
have any trouble reading the first syllables without the orally added second syllable, 
yet in the blending process errors may also emerge in the orthographically given 
item. What is more, the same children do not have any difficulties in fluently repeating 
the blended targets if the full model is given, that is, they do not have any trouble 
producing the problematic sound combinations in speech (here blending a CVC 
syllable with a CV syllable beginning with /s/).  
 
Despite the fact that errors are more likely to occur in more complex contexts, it is 
not uncommon that children with DD also struggle with blending two phonemes into 
a syllable if they need to do this repeatedly, and this is something that we often see if 
the child has difficulties with vowels. For example, in a task in which a child is asked 
to add a certain vowel after a set of written letters, the vowel begins to vary (e.g. 
written consonants k, l, s, m, p + sound /a/ should result in ka la sa ma pa but becomes 
[ka, la, si, ma, pe]). Vowel errors also emerge in a task where children need to blend 
two CV syllables (e.g. written syllables pe so ri ma tu + /ka/ should result in peka, soka, 
rika, maka, tuka but becomes [pek ka soki riki maki ka tuk ka]). Often there are 
detectable patterns, such as the strong tendency to substitute /i/ for /a/ in the previous 
example. Some children have a rather general difficulty here, whereas others are 
more prone to making vowel errors after certain consonants, and yet others have a 
greater tendency to make errors with certain vowels regardless of the imminent 
phonological context. In the previous example, apart from difficulties with vowels, 
the child also has difficulties with the length of the consonant (in Finnish the length 
of phonemes is a distinctive feature).   
 
In the examples above, the difficulties have occurred while producing a series of 
single syllables or short non-words. However, with practice, children with DD often 
learn to blend items and to read fluently at the level of syllables or short words - that 
is, in simple phonological contexts. Yet their difficulties remain in more complex or 
alternating phonological environments. Creating blending tasks involving complex 
phonological environments that rely solely on orally given items is challenging due 
to restrictions of working memory. Thus, we often chart blending difficulties 
emerging in more complex phonological contexts in tasks where children need to 
blend an increasing number of syllables, most or all of which are given 
orthographically. Typically, a child may be fluent in reading syllables and blending 
syllables into short words (e.g. syllables kor and lik into [korlik]) but begins to struggle 
with longer words, for instance, in blending syllables kor + lik + rap which should 
result in korlikrap but becomes a series of erroneous attempts: [korliptak … korlitpak]. 
The child in question has a specific difficulty with voiceless plosives /k/, /p/, /t/, as 
well as combinations of /l/ and /r/ sounds. Again, we should note that there are no 
difficulties in repeating the words after a full model. What we also see here are the 
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immediate self-corrections, as the child monitors their attempts, spots the errors and 
tries to correct them. 
 
Laboriousness of Blending 
 
Among the children with DD at our clinic, an entirely different type of difficulty is the 
laboriousness of blending.  This concerns children for whom the whole process of 
joining phonological items together is very laborious and slow. Although 
laboriousness can be observed in various blending contexts, it is often markedly 
present in complicated and/or rare phonological structures. Yet, as in the previous 
examples, it may also emerge in very specific contexts, related to specific phonemes, 
such as adding to /t/ sound to a list of syllables (e.g. pen, kor, ril + /t/ should result in 
pent, kort, rilt but becomes [pent … kor … ril … t], where the process is not only very 
arduous but partly erroneous). Again, the child is fully able to read the given syllables 
fluently without the added sound, and if the child is asked to repeat the target 
structures, they have no difficulties with the sound combinations. That is, the 
difficulty is only present in the situation when blending occurs without an activated 
word model of the end product. As with the blending errors, the laboriousness seems 
to be a phenomenon that involves variation and idiosyncratic patterns: for some 
children, it may manifest in all kinds of blending tasks as a general difficulty while 
for others it only emerges in specific phonological contexts in which blending 
becomes more arduous. 
 
To sum up, in our clinical practice we have observed major blending difficulties 
among children with DD in a context where they need to assemble larger 
phonological units from smaller ones without the possibility to rely (completely) on 
orthographic strategies or lexical representations. Each child that we have treated in 
our clinic has had blending difficulties, although the type and severity of these 
difficulties vary greatly. Some of the children with DD at our clinic mainly 
demonstrate error-proneness while others mainly struggle with laboriousness. For 
some children, difficulties only arise in one or two problematic phonological 
contexts. In contrast to children with very narrow difficulties, children with severe 
dyslexia typically demonstrate difficulties in a range of phonological contexts and 
their overall blending processes are characterised by laboriousness. We argue that 
these difficulties are not residual or random and thus raise significant questions about 
the role of blending skills in dyslexia. 
 
Our clinical observations suggest a connection between blending skills and reading 
skills. First, in our tasks, blending difficulties are significantly more pronounced in 
the performance of children with DD, whereas normal readers learn these tasks 
quickly and are able to perform them fluently and with no or very few errors. 
Moreover, the gravity of blending difficulties corresponds closely with the gravity of 
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reading difficulties, and the structures that cause difficulty in blending tasks also 
cause difficulty in reading. Finally, our clinical experience suggests that 
improvement in blending skills in our tasks also results in improvement in decoding. 
It should be noted that blending difficulties occur across different task types, that is, 
in tasks presented orally, in writing or partly orally and partly in writing. Thus, any 
mechanisms that cause these difficulties seem to be in operation in each case. 
 
We suggest that these difficulties can be explained by applying psycholinguistic 
models of speech production (Levelt et al., 1999; Dell, 1986) where blending 
difficulties would emerge at the level of phonological encoding. This may seem 
obvious, given that the difficulties that we have observed occur at the level of 
phonology usually in terms of phonemic errors. Nevertheless, one might ask for 
further reasoning for locating blending processes in a psycholinguistic speech 
production model, rather than looking for explanations in other cognitive functions. 
As regards the types of blending tasks that we use, we argue that the difficulties in 
blending we have observed are not related to problems in visual processes, speech 
perception, phonological working memory, or attention control. First, blending 
difficulties emerge whether or not part of the items is given orthographically; thus, it 
seems that visual processes are not the root of the problem. Second, difficulties 
emerge whether or not speech perception was required in the task. Third, when 
support is provided to working memory and executive function, the problems with 
blending persist. Moreover, if there were difficulties in short term memory and/or 
executive function, we would expect random errors in tasks. Instead, what we have 
observed are regular and consistent difficulties in terms of errors and laboriousness. 
Thus, we propose that the source of blending difficulties is in the operation of 
phonological encoding. However, to be able to explain how blending is done without 
meaningful words as a starting point, the model of speech production also needs to 
describe speech that is produced without reference to active word-forms. To achieve this, 
we introduce a component that we call unguided phonological encoding.  
 

Phonological Deficits in a Psycholinguistic Framework 
 
Phonological Encoding and Unguided Phonological Encoding 
 
Detailed descriptions of phonological encoding in the speech production chain can 
be found in Levelt et al. (1999), Roelofs & Meyer (1998) and Dell (1986). Briefly, in the 
speech production chain, the process of phonological encoding follows stages where 
a word form is accessed in the mental lexicon and goes first through morphological 
encoding. In phonological encoding, this word form is then retrieved piece by piece 
through two parallel and at least partly independent processes: the retrieval of 
segmental information (phonemes) and the retrieval of metrical information 
(number of syllables, stress, etc.). These processes are called segmental spell-out and 
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metrical spell-out. Next, using segment-to-frame association the retrieved segments 
are combined in a metrical frame. This recombination is made incrementally, from 
left to right, and it can begin to operate without completed information of the word 
form, suspending or resuming the recombination process according to the 
availability of segmental or metrical information. There is some uncertainty about 
how much metrical information word forms in the mental lexicon contain. According 
to the most parsimonious view (Levelt et al, 1999), almost all metrical information is 
created during the encoding process. Whether or not this is true, at least part of 
metrical information is necessarily created during the phonological encoding process 
because the syllabification of a phonological word - that is, the end result of the 
phonological encoding process affected by morphological processes and the 
phonological environment of the word - does not always follow the syllabification of 
a lexical word. Additionally, there are processes related to prosody and stress. Once 
completed, the phonological word is ready for further processes in the speech 
production chain, including phonetic encoding and articulation. It is important to 
note that in the phonological encoding process the word form is not retrieved as a 
whole but it is combined from pieces. It is assumed that this piece-by-piece 
combination of word forms each time that they are used (spoken) serves the purpose 
of generating connected speech (Levelt, 1992). 
 
There are several models (e.g. Hanley et al., 2004) that describe how speech can be 
produced without the involvement of the mental lexicon, which takes place, for 
example, in auditory repetition of non-words. To our knowledge, however, there has 
been no discussion of how phonological encoding operates when producing speech 
without a reference to any activated word form(s). This sort of situation occurs, for 
example, when generating impromptu utterances of nonsense-speech. The fact that 
this sort of speech production is possible indicates that the phonological encoding 
process can operate in a piece-by-piece fashion without a model of the end-product. 
Moreover, this means that there is a notable amount of flexibility in the processes that 
take place in phonological encoding.  
 
Blending and decoding, we argue, are other instances where phonological encoding 
operates without access to a complete word form. Instead, the input consists of small 
phonological components (e.g. phonemes or syllables) and the knowledge of their 
order. How would this change the encoding process? The input would be taken into 
the segmental and metrical spell-out processes. As in the typical encoding process 
(using the word form from the mental lexicon), also here the phonemes would not 
necessarily be retrieved at once, but the process would begin with some of the 
components, and more would be retrieved during the process. Similarly to the typical 
phonological encoding process, the segment to frame association would be done 
incrementally, from left to right, and it would be operated without all information 
being available, suspending or resuming the process according to the availability of 
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segmental or metrical information. In contrast with the typical process, during the 
segment to frame association there would be less knowledge or no knowledge at all 
about the metrical frame. The missing metrical information would have to be created 
during phonological encoding, which might or might not change the process. After 
combining the segments into a metrical frame, the rest of the processes (creating 
intonation, stress etc.) would be dependent on the available information. In sum, 
during an oral blending task or during decoding the phonological encoding process 
would differ from the typical situation in that there would be 1) less knowledge on the 
metrical frame and 2) less knowledge about stress. We call this type of process 
unguided phonological encoding to differentiate it from the way in which phonological 
encoding operates during typical speech production. We argue that in the unguided 
process - in which information about the lexical word form is missing - the speech 
monitoring and error correction processes cannot function in the same manner as 
they do in typical speech production. 
 
Speech Monitoring 
 
In psycholinguistic models of speech production, phonological encoding functions in 
close connection with monitoring and error correction processes that take place 
during speech production (for reviews: Gauvin & Hartsuiker, 2020; Postma, 2000). 
These processes concern both the form and the content of speech. During speech 
production, the monitoring processes take place at two different stages: the external 
loop monitors the output (uttered speech), and the internal loop monitors the 
production of phonological word forms before initiating the motoric planning of 
speech production. In the internal loop, monitoring is targeted at the phase where 
phonological forms are first assembled (e.g. Levelt et al., 1999) and it enables 
regulation and fast corrections before the motoric planning of speech is carried out 
(Gauvin & Hartsuiker, 2020; Nozari, 2018). The phonological error correction is found 
to be among the earliest forms of speech related self-correction (Clark, 1982), 
observable even before the age of two (Clark, 1982; Forrester, 2008; Laakso, 2006). At 
the age of three, children already use internal and external speech monitoring 
flexibly in different situations (Manfra et al, 2016).  
 
It is widely agreed that the external monitoring utilises the speech comprehension 
system. However, there is some disagreement on the mechanisms of internal 
monitoring. Some argue that internal monitoring also relies on the speech 
comprehension system (Levelt, 1993; Roelofs, 2020). According to this view, the 
phonological word assembled in phonological encoding is sent to a separate 
monitoring unit (a monitor) that compares this data with the corresponding 
representations. However, this view conflicts with neuropsychological evidence that 
suggests a dissociation between the internal monitoring and the monitoring of the 
speech of others, as well as a double dissociation between comprehension skills and 
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error detection in one’s own speech (see Nozari et al., 2011 for a review of the 
evidence). According to another view, internal monitoring uses process-related 
information (Nozari et al., 2011; Nozari, 2020; Gauvin & Hartsuiker; 2020). In this 
view, internal monitoring focuses on the amount of conflict in phoneme selection. As 
regards the monitoring of form, this model assumes a layer of lexical nodes and 
another layer of phoneme nodes with reciprocal connections. A conflict may be 
detected at the lexical node based on the amount of feedback from the phoneme 
nodes. A small amount of feedback would signal that the correct phonemes are not 
activated. This account assumes that internal monitoring is deeply interconnected 
with the mechanisms of phonological encoding. Indeed, Nozari (2018) has suggested 
that error detection and correction are only a small part of what internal monitoring 
does. She proposes that internal monitoring primarily assesses a need for control over 
the various stages of speech production. If conflict-related activity is increased at any 
stage, more control is allocated to resolve the possible problem before any errors 
emerge. Different accounts of internal monitoring are not in conflict with each other. 
On the contrary, they may complement each other. Recently, Nozari (2024) has 
proposed a multi-process view of monitoring with several different monitoring 
mechanisms operating simultaneously. 
 
Importantly, all the discussed mechanisms of internal monitoring are dependent on 
lexical-level information, that is, on knowledge of the word-form that is being 
encoded. In unguided phonological encoding – as in oral blending tasks or in 
impromptu non-sense speech – information about the complete word form is 
missing, which means that internal monitoring cannot operate in the same manner 
as in typical speech production. We suggest that this makes the process of unguided 
phonological encoding more prone to difficulties in comparison with phonological 
encoding in typical speech production. 
 
Many difficulties in blending and decoding in dyslexia could be explained by errors 
in phoneme selection and difficulties in finding the correct metrical frame during 
phonological encoding. In each case, the regulatory support provided by internal 
monitoring during typical speech production may compensate for the difficulties and 
problems that become apparent only during unguided encoding. Additionally, it 
seems that the very process of combining the retrieved segments (e.g. phonemes) 
may be prone to difficulties (slowness, arduousness) without regulatory support from 
internal monitoring. This is reflected in the observed slowness in combining even 
single phonemes (/k/, /a/ -> /ka/) or syllables (/ka/, /to/ -> /kato/) in blending and 
decoding tasks. Importantly, examination of the differences between phonological 
encoding and unguided phonological encoding provides a new tool for investigating 
the mechanisms of creating output representations. 
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Phonological Encoding and Speech Monitoring in Developmental Dyslexia 
 
There exists a wide range of theoretical proposals about the causes of DD. The 
phonological deficit theory, discussed in the introduction, remains as the most 
influential one. Other proposals include problems in rapid temporal processing 
(Tallal, Miller, & Fitch, 1993), magnocellular abnormalities (Stein & Walsh, 1997), 
sluggish attentional shifting (Hari & Renvall, 2001), anchoring difficulties (Ahissar, 
2007), procedural learning problems (Nicolson & Fawcett, 2007), and a phonological 
access deficit (Ramus & Szenkovits, 2008). None of these theories or proposals has 
been able to provide a sufficient account of the phenomena related to DD and 
currently many scientists have turned their attention to multifactorial explanations 
of dyslexia (Pennington, 2006; McGrath et al. 2020). Here we will take an alternative 
route and argue that reading and speech production share certain core mechanisms 
that can be located in the processes of phonological encoding, and that reading 
difficulties in DD are a consequence of deficits in these processes.  
 
We hypothesise that DD (in absence of other language difficulties, including PD and 
developmental language disorder, DLD) results from systematic problems in 
phonological encoding (related to error-proneness and laboriousness) but with intact 
internal speech monitoring. During language development speech monitoring has 
compensated for the encoding problems and, as a result, no major speech difficulties 
have emerged. For these children, encoding difficulties become apparent only when 
encoding needs to function without the availability of end-product information 
(complete word-forms) and thus with reduced monitoring possibilities. That is, when 
reading practice begins and unguided phonological encoding becomes essential. We 
suggest that decoding difficulties result from deficits in unguided phonological 
encoding. We will next discuss how this hypothesis fits with language-related features 
of dyslexia. 
 
Our theory would predict difficulties among dyslexics in tasks that require a creation 
of output representations in difficult conditions, that is, that either utilise unguided 
phonological encoding or utilise typical phonological encoding in such a way that 
monitoring is not able to compensate for the encoding problems (speeded conditions 
or complex and novel words/phrases). In previous research, dyslexics have shown 
difficulties in tasks measuring certain speech abilities, rapid naming, short-term 
memory, and phonological awareness. We note that the used tasks have required the 
forming of output representations. To be more specific, they have involved either 
phonological encoding in difficult conditions or unguided phonological encoding. We 
argue that the findings in these areas can be explained by our hypothesis. 
 
To start with speech abilities, a consequence of our model is that dyslexics should 
have speech difficulties in situations where speech monitoring cannot compensate 
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for deficits in encoding. These difficulties could emerge in two forms: error-
proneness and slowness (slowness caused by the laboriousness of blending). Indeed, 
there is a notable amount of evidence of such difficulties: dyslexics make speech 
production errors and misarticulations in phonologically complex words (Snowling, 
1981; Brady et al., 1989). They cannot produce simple or complex phrases as quickly 
as normal readers, and in complex phrases they make more mistakes (Catts, 1989). 
They are slow in syllable repetition (Wolff et al., 1990). They have difficulties in 
sentence repetition (Moll et al., 2015) and in non-word repetition (Kamhi et al., 1988), 
as well as many sorts of small anomalies in speech (McArthur et al., 2000; Vellutino, 
1979). In his discussion of dyslexics' slowness and error-proneness in speech 
repetition tasks, Catts (1989) concluded that “dyslexics may have difficulties in the 
planning stage of speech production”. However, to our knowledge, this idea has not 
been developed further.  
 
Second, a slower performance in rapid naming tasks could also be explained by 
problems in phonological encoding, laboriousness in particular. There are at least 
three possible factors causing slow performance. First, laboriousness in phonological 
encoding can potentially slow down expression of words (as in Catts, 1989). Second, 
labouriousness in unguided phonological encoding might cause difficulties in 
producing words very close to each other. Hypothetically, in the case of naming 
numbers, for instance, a dyslexic might be inclined to keep the phonological entities 
apart (e.g. /tu:/ /faɪv/ /naɪn/) whereas a non-dyslexic is able to blend them together 
(e.g. /tu:faɪvnaɪn/), thus speeding up the performance. Third, encoding problems 
demand an increased use of cognitive resources for speech regulation in speech 
production, which could slow down the progression in the task. We should note that 
difficulties resulting from these three factors would be more evident in speeded, 
serial tasks (in contrast with individual naming tasks) because in these tasks the 
phonological environment would be more challenging and variating and slowness in 
speech production would be easier to observe. This, indeed, is a pattern of 
performance observed in dyslexics (Araújo & Faísca, 2019). It has also been shown 
that dyslexics' difficulties in rapid automatised naming (RAN) tasks are more 
pronounced in conventional naming tasks that require the articulation of specific 
names in comparison to RAN-like categorisation tasks (cancellation or RAN yes/no 
tasks) (Georgiou et al., 2013). This is in line with our hypothesis. 
 
Third, phonological encoding problems would cause difficulties in many tasks that 
measure short-term or working memory. As pointed out by Elliot & Grigorenko 
(2024), to succeed in such tasks one must be able to protect memory representations 
from interference or decay. As these tasks typically involve spoken responses, any 
difficulties in phonological encoding would introduce interference compromising the 
overall performance. For example, in non-word repetition tasks, dyslexics are 
typically able to repeat short non-words correctly and difficulties only emerge when 
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repeating long non-words (e.g. Marshall & van der Lely, 2009). The interpretation has 
been that the poor performance results from a narrower short-term memory rather 
than production problems. However, the interference due to encoding difficulties 
would provide an alternative explanation of the situation. As we have demonstrated 
in our examples, those difficulties are often evident in more demanding phonological 
environments such as long non-words. Apart from interference, phonological 
encoding problems could also affect performance in memory tasks in another way. 
In a serial task involving verbal items (e.g. two, five, eight, two, six, eight), intact 
phonological encoding enables the combination of task items into larger 
phonological entities in a flexible manner to support memory performance (e.g. 
/tu:faɪv/, /eɪttu:/, /sɪikseɪt/ or /tu:faɪveɪt/, /tu:sɪkseɪt/). This strategy is weakened if one 
has unguided phonological encoding problems. Additionally, as with rapid naming 
tasks, the increased demand of cognitive resources for speech regulation may limit 
performance in memory tasks. 
 
Finally, there is plenty of evidence that DD is related to difficulties in phonological 
awareness, even if this does not concern all dyslexics (Saksida et al. 2016; Mundy & 
Hannant, 2020; Dębska et al. 2022). It has been suggested that all phonological 
operations that are present in phonological awareness tasks reflect one underlying 
skill, as the evidence suggests that all phonological tasks applied to material of similar 
complexity (same linguistic level) are highly interrelated (Wagner et al. 1997; Stahl & 
Murray, 1994; Stanovich et al, 1984; Schatschneider et al. 1999; Anthony & Lonigan, 
2004). However, internal monitoring processes that take place during phonological 
awareness tasks have not been considered when interpreting the results. We suggest 
that the constant monitoring and error correction procedures are in use during 
phonological awareness tasks. This means that while the task itself may require one 
phonological operation, such as segmenting, internal monitoring enables the use of 
other operations, such as blending for checking the answer. Further, if any error 
correction procedures are needed, these may, again, involve further phonological 
operations, such as phoneme substitution. Thus, there may exist a number of various 
phonological operations as well as monitoring and correction procedures that are 
carried out before the answer is given. This might explain the observed 
interconnectedness of different phonological operations. In any case, the process of 
unguided phonological encoding (blending) is directly involved in several 
phonological operations and thus it is very likely that difficulties in phonological 
encoding would have an effect on performance in phonological awareness tasks.   
 
It is also important to consider the role of phonological encoding in phonological 
awareness tasks in general. It is probable that all phonological tasks associated with 
phonological awareness utilise phonological encoding. Let us consider, for example, 
segmenting: school children, including dyslexics, are taught to segment words by 
producing the word aloud or silently in one’s mind, making the rhythm of the word 
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more pronounced in the utterance while consciously attending to this process. In 
terms of the psycholinguistic speech production framework this means that children 
are instructed to produce an output representation of the word (the process of 
phonological encoding) while attending to and manipulating this process in a certain 
way. Assuming a difficulty in the process of phonological encoding would, indeed, 
predict difficulties also in segmenting (although not as severe, as in segmenting 
speech monitoring can operate normally as the target word is known). The same 
argument can be applied to all phonological operations that are related to 
phonological awareness. The most apparent strategy, and perhaps even the only 
possible strategy, for performing them is to produce an output representation while 
attending to and manipulating the process. In sum, we argue that our theory would 
predict difficulties in all phonological awareness tasks among dyslexics. However, 
our framework also offers an explanation for why difficulties in phonological 
awareness have not been found among all dyslexics: when measuring phonological 
awareness, the fluency (speed) of the process has not been taken into account. If one 
assumes that the underlying deficit exists in permanent representations, fluency 
would play no role. However, if the difficulty is in the process of creating output 
representations, as we argue, measuring fluency would be necessary to chart all 
aspects of the difficulty. 
 
While difficulties in all the four language-related areas discussed above – certain 
speech abilities, rapid naming, short-term memory, and phonological awareness – 
are strongly associated with DD, it is important to note that this is not true of many 
other phonology-related areas. Dyslexics speak relatively normally, and they show 
normal or near-normal performance on categorical perception (Hazan et al. 2009), 
lexical quality recognition (Marshall et al., 2010), prosody (Marshall et al., 2009) and 
context sensitivity of speech perception (Blomert et al., 2004). The pattern of normal 
performance in these areas is not sufficiently explained by the phonological theories 
of DD (for a detailed discussion see Ramus & Ahissar, 2012). However, these varying 
patterns of performance – difficulties in certain areas and normal performance in 
others – could be explained by a model where the interplay between phonological 
encoding and internal monitoring is taken into account. 
 
Testing Our Hypotheses 
 
The first hypothesis in our work is that phonological word-forms during decoding 
(and blending) are built within the speech output system utilising phonological 
encoding pre-lexically. We will next discuss the possibilities to test this hypothesis 
and the evidence from earlier research that there already exists concerning this issue. 
In our discussion, we also aim to distinguish our hypotheses from other phonological 
theories of dyslexia. 
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The role and temporal dynamics of phonological encoding in speech production have 
been investigated with various methods and there is plenty of knowledge on the 
subject (for an overview: Kerr et al., 2023). Among the applied methods, we would 
find dual task set-ups and interference paradigms particularly useful to study the 
operation of phonological encoding during decoding. For example, we would assume 
interference in both dual task setups and interference paradigms with silent decoding 
and speech production, since phonological encoding could not operate on decoding 
and on speech production at the same time. To our knowledge, this kind of 
experiments have not been carried out in earlier research. However, there are several 
studies that report the involvement of phonological encoding in tasks that are closely 
related to reading. Roelofs (2004) demonstrated in three experiments that the same 
serial phonological encoding mechanism is used in naming objects and reading their 
names. Truman and Hennessey (2006) found that dyslexics’ rapid naming was more 
greatly facilitated by phonological cues in comparison to controls, suggesting that 
slowness in naming is affected by problems in phonological encoding. There is also 
evidence that masked onset priming effect, which is closely related to the serial 
nature of the reading process, actually takes place within the speech output system 
(Kinoshita, 2000; Kinoshita & Woollams, 2002). 
 
Evidence to our claim that decoding utilises phonological encoding pre-lexically 
could also be provided by a line of research that is called phonological coding. In 
short, this refers to the situation where during the reading process there is an 
experience of an "inner voice" or "hearing the words in our heads". This phenomenon 
is also studied under the concepts of subvocalisation, subarticulation, inner speech, 
covert speech, speech recoding and phonological recoding. A vast amount of 
literature in these areas of research indicates that at the very early stages of reading, 
before lexical involvement, the reading process is sequential, sound based and 
follows the features of speech (for reviews: Pollatsek, 2015; Leinenger, 2014). 
However, the interpretations about how phonological coding relates to the speech 
production chain have been rather cautious – yet, it seems unlikely that there would 
be no relation at all. This is demonstrated by a statement by Pollatsek (2015): 
"However, it is not clear that anyone so far has successfully been able to clearly ... 
demonstrate that phonological coding occurs without any involvement—either overt 
or covert—from the speech system". We note that nearly all the evidence in these 
research areas supports the hypothesis that reading (and decoding) utilises the 
speech output system. 
 
There may even be a direct way to investigate if phonological encoding is utilised 
during decoding. Research on covert oral behaviour shows that muscles related to 
speech movements are activated during many language-related situations including 
silent reading, verbal thinking and verbal meditation (For a review: McGuigan, 1970). 
On the other hand, nonverbal thinking, music listening, word listening and story 
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listening do not cause similar covert oral behaviour (McGuigan & Bailey, 1969; 
McGuigan, 1972). There are many interpretations of these findings, but to our 
knowledge no one has suggested that this covert oral behavior could be related to 
forming of output representations. In the speech production chain, the forming of 
output representations (phonological encoding) is followed by motor planning of 
speech movements. Thus, it is possible that phonological encoding causes a bleeding 
effect to further down the speech production chain, which could be measured by 
muscle activation. This hypothesis would be straightforward to test. If this hypothesis 
would turn out to be true, it would support our hypothesis that phonological encoding 
is utilised in decoding. It would also enable studying directly whether phonological 
encoding is utilised during blending or other phonological operations and, perhaps, 
even to assess the temporal dynamics of many phonology-related processes. 
 
The second part of our hypothesis – that DD is related to difficulties in unguided 
phonological encoding – could be examined by comparing unguided phonological 
encoding abilities between dyslexics and typical readers. Studying dyslexics’ 
performance in both typical phonological encoding tasks (e.g. word repetition, non-
word repetition) and unguided phonological encoding tasks (e.g. blending tasks with 
sufficient complexity in which both fluency and correctness are measured) would 
also allow for distinguishing our theory from other phonology-related hypotheses of 
dyslexia. Our hypothesis predicts that dyslexics would demonstrate mild difficulties 
in typical encoding and severe difficulties in unguided encoding. Theories that 
assume deficit in permanent representations, speeded access to representations or 
short-term memory functions would not share these predictions.  
 
There are also several predictions concerning blending that are more closely related 
to clinical work and could be used to test particular aspects of our hypotheses. These 
include: 
 
1. There is a high correlation between a progress in blending skills and progress in 
decoding skills. 

2. Progress in blending skills would lead to progress in rapid automatised naming 
and in many tasks that are used to measure verbal short-term memory. 

3. Progress in phonological operations that include blending (e.g. blending, phoneme 
manipulation, syllable manipulation) would produce a more significant progress in 
decoding skills in comparison to progress in such phonological skills that do not 
include blending (e.g. segmenting, phoneme detection, syllable detection). 
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Implications and Future Directions 
 
In this article, we have discussed the phonological deficits occurring in DD in a 
context of well-known and extensively tested model(s) of speech production (Levelt 
et al., 1999; Dell, 1986) by focusing on the interplay between the forming of output 
representations (phonological encoding) and internal speech monitoring. We have 
provided a conceptually feasible approach of how deficits in phonological encoding 
may cause the observed difficulties in reading. Our theory posits that speech 
production and reading share fundamental mechanisms in building up phonological 
forms. This is in line with the literature in reading research, indicating that at the very 
early stages of reading, before lexical involvement, the reading process is sequential, 
sound based and follows the features of speech (for reviews: Pollatsek, 2015; 
Leinenger, 2014). We will next discuss a few implications of our model for future 
research. 
 
First, we have extended the definition of phonological encoding by introducing the 
concept of unguided phonological encoding. It is obvious that speech can be 
produced (and output representations can be formed) without access to complete 
word-forms. However, current psycholinguistic models of speech production have 
not described this phenomenon. Scrutinising the process of unguided phonological 
encoding would enable novel ways to examine the interplay between phonological 
encoding and speech monitoring. Moreover, research on unguided phonological 
encoding could provide a new perspective to study reading. For example, when 
producing long utterances, phonological encoding is typically carried over 
simultaneously with the articulation of previous items (Wheeldon & Levelt, 1995; 
Levelt & Meyer, 2000). Adding reading to this line of research (for example by using 
dual-task setups with reading and speech production) could offer intriguing 
possibilities for investigating how phonological encoding operates during continuous 
speech (or possibly, continuous reading).  
 
Second, our hypotheses provide a new perspective on the process of learning to read. 
We suggest that when first learning to read, all learners will need to master the 
forming of output representations with reduced regulatory possibilities by internal 
monitoring (that is, to master unguided phonological encoding). We do not claim that 
this is the only process that children work on when they are learning to read. They 
also need practice to gain fluent letter-sound correspondences, to make direct 
mappings of letter sequences to sound patterns (including whole word recognition 
regarding to the most common words), and on how to deal with irregularities of the 
writing system. However, we argue that achieving fluency in unguided phonological 
encoding is essential to fluent reading and the failure to achieve it will cause the 
reading difficulties associated with dyslexia. 
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Our first hypothesis has consequences for the theories of visual word recognition. 
Current theories of reading aloud (for overviews: Norris 2013; Perfetti & Helder, 2022) 
share the assumption that phonological word-forms during reading and decoding are 
built outside the speech system. This assumption is challenged by behavioural 
(Roelofs, 2004; Truman & Hennessey, 2006; Kinoshita, 2000; Kinoshita & Woollams, 
2002) and neuroimaging (Uno et al., 2025; Cornelissen et al., 2009) evidence indicating 
that speech output system is active earlier than would be expected based on the 
current theories of reading aloud. Although we have not introduced an alternative 
model of word recognition, our first hypothesis offers possibilities for constructing 
new types of models and, potentially, for adding to our understanding of typical 
reading process as well.  
 
We also note that the psycholinguistic framework that focuses on the interplay 
between phonological encoding and internal speech monitoring opens up new 
possibilities for targeted interventions. According to our theory, interventions in DD 
should emphasise the practice of unguided phonological encoding skills, that is, 
blending skills. As there seems to be individual variation in blending difficulties, the 
practice should be planned individually and targeted to those linguistic structures and 
phonological environments that are problematic. Our clinical experience favors the 
described intervention approach, but more rigorous methods are necessary to assess 
its effectiveness. 
 
Lastly, we will briefly address two other disorders, developmental language disorder 
(DLD) and phonological disorder (PD). These two disorders have a notable diagnostic 
and genetic overlap with DD (for a review: Pennington & Bishop, 2009) and all these 
three disorders are associated with phonological deficits. However, the role of 
phonological deficits remains under dispute also in DLD and PD. We believe that 
examining the interplay between internal speech monitoring and phonological 
encoding could also benefit the research of these two disorders. 
 
We speculate that both DLD and PD may be associated with delayed internal speech 
monitoring development. Without support from internal speech monitoring any 
difficulties in phonological encoding – such as the error-proneness and 
labouriousness – would be observable in speech production. We consider it possible 
that the combination of difficulties in phonological encoding and delayed internal 
monitoring is the cause of early speech production difficulties in PD and DLD. Yet, 
there is very little research on the internal speech monitoring among children with 
DLD or PD. In general, the role of internal speech monitoring in language 
development is a neglected research area. In their studies, Navarro-Ruiz and Rallo-
Fabra (2001; 2015) have found that in comparison with typically developing children, 
children with DLD show less metalinguistic, morphological, or syntactic self-repair 
and almost no phonological self-repair at all in their speech. This pattern of results 
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could be explained by delayed internal speech monitoring development. We are not 
aware of any research on the role of internal monitoring in PD. However, it is known 
that the speech perception difficulties in PD are not as severe as production 
difficulties (for a review: Hearnshaw et al., 2019), suggesting that output 
representations are more erroneous than lexical representations. This may indicate 
problems in internal monitoring. 
 
We realise that our article raises more questions than it answers. Our qualitative 
observations of blending difficulties among children with DD are made in clinical 
settings and, consequently, only offer a starting point for examining the relationship 
between phonological encoding and reading. Also, there is little existing research on 
the two key processes that we have discussed, that is, phonological encoding and 
internal speech monitoring in relation to language development and language-related 
disorders. Nevertheless, we believe that it is exactly the focus on these processes that 
could provide a more comprehensive understanding of the phonological deficits in 
DD, and perhaps also in PD and DLD, as well as offer new insights for targeted 
interventions.  
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Introduction 
 
The number of children who learn a second language has been increasing across the 
world, including in both Canada and the United States (Statistics Canada, 2016; U.S. 
Census Bureau, 2013). In Canada, for instance, the proportion of English-French bi-
linguals increased by 3% in 2016 and 2021. As of 2021, 4.6 million Canadians speak a 
language other than English or French at home (Statistics Canada, 2016). Likewise, in 
the United States, more than 18% of the population consists of individuals who are 
over the age of 5 and speak a language other than English in the home (U.S. Census 
Bureau, 2000). Bilingual children may appear to lag behind in language development, 
particularly in within-language vocabulary, when compared to same-aged monolin-
guals in that language (Gross et al., 2014; Meir et al., 2017; Oller et al., 2007; Smithson 
et al., 2014; Sullivan et al., 2018). However, this perspective is rooted in a monolingual-
centered view of language development. Bilinguals' reduced exposure to each lan-
guage compared to monolinguals does not necessarily lead to developmental delays 
but rather reflects a different trajectory of language acquisition that may involve 
weaker connections between lexical items in each language (Bialystok et al., 2010; 
Thordardottir et al., 2006). 
 
Typical bilingual development can often resemble atypical language development 
seen in monolinguals, making the assessment and diagnosis of language impairment 
among bi-multilingual children challenging (Gollan & Ferreira, 2009; Oetting, 2018; 
Williams & McLeod, 2012). There is a risk of both over- and under-identification of 
language impairment in bilinguals and multilinguals (Antonijevic-Elliott et al., 2020; 
Genessee et al., 2004, Paradis et al., 2013), which can be due to the lack of standardized 
assessment tools in non-English languages and culturally appropriate resources. 
 
One key area where this challenge becomes evident is in vocabulary size evaluation. 
De Houwer et al. (2014) demonstrated that when bilingual children are evaluated in 
both their languages, they can exhibit comparable vocabulary sizes to monolingual 
children in both comprehension and production. This is in contrast to a common mis-
understanding that bilingual children may have smaller vocabulary. This finding un-
derscores the importance of considering a bilingual child's abilities in all their lan-
guages when making assessments. Therefore, it is critical for speech-language 
pathologists to utilize different assessment tools and protocols to more accurately 
identify language development and disorders in bilingual children. Some studies have 
suggested that bi-multilingual children should be assessed in all of their languages 
(American Speech-Language-Hearing Association, 2004; Armon-Lotem et al., 2015). 
However, this is not always feasible due to various reasons including time restrictions, 
lack of linguistically and culturally appropriate resources, and a dearth of skilled in-
terpreters and bilingual speech and language therapists (Boerma & Blom, 2017). 
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One measure that could help clinicians differentiate typically developing bilinguals 
from language- disordered bilinguals is Verbal Working Memory (VWM) (Campbell 
et al. 1997; Ellis Weismer & Evans, 2002; Ellis Weismer et al., 2000; Engel et al., 2008). 
VWM refers to the ability of maintaining speech stimuli, such as words and numbers, 
for a short period of time (van Dun & Mariën, 2016). One example of VWM would be 
keeping a phone number in mind for a short time until it is dialed. VWM has been 
shown to be important in language learning (Martin & He, 2004; Shallice & Papagno, 
2019). There are different models of working memory (e.g., Engle et al., 1992; Gray et 
al., 2017). One prominent model of WM has been suggested by Baddeley and Hitch 
(1974). This model consists of three components: central executive, phonological loop 
(for verbal and auditory information) and visuospatial sketchpad (for visuospatial in-
formation). Baddeley (2000) added another component to this model: the episodic 
buffer which connects verbal and visual memory. This model draws a distinction be-
tween short-term (STM) and working memory (WM). STM refers to memory stored as 
the stimuli were experienced (as in the phone number example) while WM refers to 
memory that is manipulated and processed, such as recalling stimuli in the reverse 
order. WM critically involves the central executive, while STM does not. This model 
critically assumes a distinction between VWM and STM. However, Buchsbaum and 
D’Esposito (2019) have proposed that the VWM refers to both keeping and processing 
information, as the transformation of the stimulus is always in terms of goal-directed 
behavior. In other words, they do not draw a sharp distinction between VWM and 
STM. In the present study, we have followed their lead and include measures of both 
STM and WM under the umbrella of VWM. 
 
These memory stores are important predictors of children’s learning new words in 
both first and second languages (e.g., Gathercole, 1995; Gathercole & Baddeley, 1990; 
Juffs & Harrington, 2011; Kohonen, 1995; Service, 1992) and in foreign languages (Ma-
soura & Gathercole, 2005). This relationship holds both contemporaneously and lon-
gitudinally (Gathercole et al., 1992; 1997; 1999; 2008). 
 
There is also some evidence supporting a causal association between impairments of 
VWM and learning difficulties (Alloway et al., 2005; Swanson & Siegel, 2001). For these 
reasons, a valid and reliable measure of VWM could aid clinicians in the assessment 
of children with communication difficulties. Processing measures, such as VWM 
tasks, may be less biased tasks for assessing language development since they involve 
language-general cognitive processes, compared to a more language-specific task 
such as vocabulary, which are influenced by a child's exposure to a specific language 
(Campbell et al., 1997; Ellis Weismer & Evans, 2002; Ellis Weismer et al., 2000). It is 
particularly important when considering bilingual children, who may exhibit uneven 
language proficiency across their languages. Therefore, VWM tasks enable a more 
equitable evaluation of a child's potential to learn a foreign language, without relying 
on the size of vocabulary specific to a particular language. However, one challenge in 
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using VWM measures in the assessment of bilingual children is that it is not entirely 
clear how previous experience of a particular language plays a role in VWM ability. 
 
The purpose of the present study is to test whether language knowledge is related to 
VWM performance in bilingual and monolingual children. From a clinical point of 
view, it is critical to determine how these tasks can be used as an appropriate assess-
ment for bilingual children. In this study, we expected bilingual children to perform 
worse on an English vocabulary test than monolinguals, as has often been found in 
prior research (Gross et al., 2014; Meir et al., 2017; Oller et al., 2007; Smithson et al., 
2014; Sullivan et al., 2018). 
 
However, bilingual lexical development suggests it is inappropriate to have monolin-
gual-centered expectations for bilingual children (Fennell & Lew-Williams, 2017). If 
language knowledge is associated with VWM performance, then the bilingual chil-
dren should perform worse than same-aged monolingual children. In both groups of 
children, VWM scores should be correlated with vocabulary scores. 
 
To the extent that forward DS and NWR are both measures of STM, performance on 
the two tasks should be highly correlated. Indeed, Gathercole et al. (1999) investigated 
the association between verbal memory measuring by DS and NWR, and vocabulary 
knowledge in monolingual children 4 to 13 years of age. The results of this study indi-
cated a significant correlation between DS and NWR. As noted earlier, some models 
of VWM assume a distinction between VWM and STM (Schwering & MacDonald, 
2020). However, Alloway and Alloway (2010) found that forward and backward DS are 
highly correlated. This result is consistent with models assuming that VWM and STM 
are related (Davidson et al., 2006; Jensen et al., 2007; Miller et al., 1960). 
 
Since the DS involves existing words and the NWR does not, one might expect that 
language knowledge would be more strongly related to DS performance than NWR 
performance. Alternatively, since the non-words in a NWR task reflect the phonotac-
tics of a particular language, performance on the NWR could be strongly related to 
language knowledge. Indeed, as predicted, some studies have shown that NWR per-
formance is less dependent on language knowledge than DS tasks among children 
aged 4 to 9 (Boerma et al., 2015; Chiat & Polišenská, 2016; Windsor et al., 2010). Simi-
larly, some studies have found that DS performance is related to vocabulary for both 
monolingual (Gathercole et al., 1999) and bilingual (Haman et al., 2017) children. And 
some studies have shown no relationship between language abilities and NWR per-
formance (Botting & Conti-Ramsden, 2001; Pigdon et al., 2019). 
 
However, a number of studies have shown that performance on NWR tasks is related 
to language abilities for typically developing monolingual children (Gathercole, 2006; 
Gathercole et al., 1999). Similarly, some studies show that children with language 
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difficulty often performed this task less accurately, especially for longer nonwords 
(Adams & Gathercole, 1995; Estes et al., 2007; Munson et al., 2005), With respect to 
bilinguals, studies have shown that performance on NWR tasks is related to language 
knowledge in which the task was performed (Ebert et al., 2014; Lee & Gorman, 2012; 
Parra et al., 2011; Peña et al., 2002; Summers et al., 2010; Thorn & Gathercole, 1999). 
Other studies have shown that NWR is one of the tasks that best discriminates between 
bilingual children with and without language difficulties (e.g., Schwob et al., 2021). In 
sum, the weight of the evidence suggests that there is a relationship between language 
knowledge and VWM performance for both bilingual and monolingual children as 
measured by both DS and by NWR. Another way of testing for possible links between 
linguistic knowledge and VWM is to compare bilingual and monolingual children. If 
VWM performance involves language-specific knowledge, one prediction is that mon-
olingual children should outperform bilingual children. Language-specific 
knowledge refers to the grasp and comprehension of linguistic features unique to a 
particular language, which could lead to differing task performance between mono-
linguals and bilinguals due to their exposure to different language systems. Indeed, 
some studies have shown a monolingual advantage on DS performance, both forward 
(Blom & Boerma, 2017; Fernandes et al. 2007; Wodniecka et al., 2010) and backward 
(Bialystok, 2010; Bialystok et al., 2008; Blom & Boerma, 2017). However, other studies 
have shown equivalent performance on DS tasks in monolinguals and bilinguals 
(Gutiérrez-Clellen et al., 2004; Luo et al., 2010; Martin-Rhee & Bialystok, 2008; 
Shokrkon & Nicoladis, 2021). 
 
Similarly, with NWR tasks, some studies have shown that monolinguals outperform 
bilinguals (Engel de Abreu 2011; Kohnert et al., 2006; Windsor et al. 2010). Whereas 
other studies have found no difference between monolinguals and bilinguals (Lee et 
al., 2013; Thorn & Gathercole, 1999). Taken together, these studies have shown mixed 
results about VWM performance between bilinguals and monolinguals. Further stud-
ies are needed to understand the contribution of language knowledge to VWM tasks. 
The purpose of the current study was to test whether language knowledge underlies 
performance on two VWM tasks: NWR and DS. Since both tasks are thought to meas-
ure VWM, we hypothesized that performance would be highly correlated on the NWR 
and the DS. We predicted that the bilinguals would score lower than monolinguals on 
an English vocabulary task and therefore lower on VWM tasks. We also tested 
whether the English vocabulary score is correlated with DS and NWR in both groups. 
 

Method 
 
Participants 
 
The sample of this study included 40 (M age = 62.02 months, SD = 8.26), English-speak-
ing monolinguals and 40 French-English (M age = 61.62 months, SD = 8.19) 
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simultaneous bilingual children who were exposed to both languages from birth. The 
characterization of the bilingual children as simultaneous bilinguals was based on pa-
rental reports indicating that the children had been exposed to both French and Eng-
lish from birth. The monolingual children were chosen from a database of 79 children 
as the closest age matches the bilingual children. We did not have measures of the 
socioeconomic status (SES) of the children’s families, although our recruitment ap-
proaches likely targeted high SES families (e.g., we recruited in university area day-
cares, known to target the children of graduate students and faculty members). To 
evaluate language dominance among the bilingual children, their parents were asked 
to best describe their child's French and English language proficiencies. The options 
were as follows: (a) My child speaks French far better than English, (b) My child 
speaks French a bit better than English, (c) My child speaks both languages about 
equally well, (d) My child speaks English a bit better than French, and (e) My child 
speaks English far better than French. There was no difference between the two 
groups on age U= 771.00, n1 = 40, n2 = 40, p = .78. All the children lived in the same 
western Canadian city. 
 
Analyses in G-Power (Faul et al., 2009) revealed that the total sample size of 29 partic-
ipants gave us power (1– β = .80) enough to find at least medium effect size (d = .50). 
We included 40 participants in each group, which not only exceeds the minimum re-
quired by the power analysis but also helps account for potential dropouts and pro-
vides a more comprehensive analysis of the research questions. 
 
Materials 
 
Receptive vocabulary 
 
The Peabody Picture Vocabulary Test III (PPVT; Dunn & Dunn, 1997), version A, was 
used to assess the children’s receptive vocabulary in English. A high reliability of .92 
was reported for this test (Community-University Partnership for the Study of Chil-
dren, Youth, and Families, 2011). To assess the vocabulary of the children in French, 
the Échelle de vocabulaire en images Peabody (EVIP; Dunn et al., 1993) was used. This 
is a standardized instrument tailored for Canadian French that evaluates receptive 
vocabulary. 
 
Verbal Working Memory 
 
We included two measures of the children’s VWM: Digit Span (DS; Richardson, 2007) 
and Nonword Repetition (NWR; Gathercole & Baddeley, 1996). Under the Baddeley 
(2000) model, forward DS is thought to tap STM. Backward DS is thought to tap VWM, 
since it has greater executive function involvement than forward DS (Gerton et al., 
2004). In the NWR task, which is thought to tap STM, children repeat some nonsense 
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words with the phonotactics of the target language (Coady & Aslin 2004; Munson et 
al., 2005, Rispens & Parriger, 2010; Zamuner et al., 2004). These nonwords are often 
different in length between 2 to 5 syllables (e.g., ballop, bannifer, blonterstaping and 
altupatory; Gathercole & Baddeley, 1996). According to Roy and Chiat (2004), NWR 
tasks are independent of culture and intelligence quotient (IQ). 
 
Digit Span Task  
 
To measure digit span (DS), we used the Wechsler Intelligence Scale for Children 
(WISC-R; Weschler, 2003), digit span subscale. In this task, children are given a series 
of digits, and they were asked to recall and repeat the string of digits in the same way 
(i.e. the participants should repeat 2,4,6 as they heard 2,4,6) and reverse order (back-
ward digit span, they need to repeat 4,7,5, as they heard 5,7,4). For the first trial, par-
ticipants were given a series of two digits. For every subsequent correct trial, the ex-
perimenter added one digit (to a maximum of nine digits). They were given one trial 
at each string-length until they made an error and if they responded correctly, they 
were given a longer string. So, scores represent the highest level of error-free perfor-
mance. A good psychometric property has been reported for forward and backward 
DS tasks, .89 and .86, respectively (Alloway & Passolunghi, 2011). 
 
Nonword Repetition Task 
  
To measure nonword repetition skills in English, the children’s test of nonword repe-
tition (NWR) was used (Gathercole & Baddeley, 1996). This test consists of 40 
pseudowords of two to five syllables and each syllable category involves 10 nonwords. 
Participants were asked to listen to pre-recorded nonwords, spoken by a female native 
speaker of Canadian English and repeat afterwards. The performance of children 
taped for scoring and the raw scores were used for analysis. The scoring was based on 
the procedure of Dollaghan and Campbell (1998), in which, the responses were con-
sidered as correct if they made all phonetics correctly, and if they did any insertion, 
substitution or omission, the response was considered as incorrect. Each correct re-
sponse scored 1, with the maximum score of 40. For internal consistency, we calcu-
lated Cronbach’s alpha, which was .81 and showed good reliability. 
 
Procedure 
 
Research ethics approval was obtained from the institutional research ethics board 
for this study. Informed consent forms were signed by the parents, allowing us to con-
duct the test on their children. The data for this study come from a larger study that 
included a battery of language and cognitive tasks with both bilingual and monolin-
gual children (Nicoladis & Mimovic, 2022). The analyses in the current study, how-
ever, are distinct and have not been published elsewhere. 
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In this paper, we report only the results connected to our research questions. The bi-
lingual children participated in two separate language sessions. The English sessions 
were conducted by a native English speaker and the French sessions by a native 
French speaker. The order of the two language sessions were counter balanced and 
the two sessions were separated by about a week. 
 
All children were asked for their verbal consent before any task was undertaken. 
Within a language session, the order of the tasks was at the discretion of the experi-
menter, based on the child’s engagement. The sessions usually started with the more 
passive tasks, like the PPVT, which only requires children to point to a picture. Tasks 
requiring children to speak, like the NWR and the DS were usually administered later 
in the session. Two bilingual and monolingual children did not speak when asked to 
repeat non-words on the NWR repetition task. Five bilingual children (three FDS and 
two BDS) and one monolingual child did not perform the DS tasks. Three bilingual 
children and one monolingual child did not complete the PPVT. Consistent with 
guidelines suggested by Allison (2001), we have responsibly managed the incomplete 
data from the three bilingual children and one monolingual child who did not com-
plete the PPVT, incorporating their results only in analyses where the absence of 
PPVT data would not compromise the reliability of the findings. 
 

Results 
 
We devised our results section based on best practices in the field and considered the 
specifics of our dataset. Our use of non-parametric statistical techniques, like the 
Mann–Whitney U test and Spearman nonparametric correlations, was necessitated 
by significant deviations from normality in our data, as indicated by the Shapiro-Wilk 
test results. We looked to relevant studies, such as (Blom et al., 2014; Czapka et al., 
2019), for methodological guidance. Although their study used a combination of t-tests 
and mixed effects models rather than non-parametric tests, their approach to analyz-
ing data separately for each language group was similar to ours and provided us with 
useful insights into the potential relationships between variables in our own data. The 
descriptive statistics associated with PPVT, DS and NWR scores across monolingual 
and bilingual groups, are summarized in Table 1. We tested the normality of all vari-
ables, prior to the analyses, by conducting the Shapiro-Wilk test. The results indicated 
significant deviations from normality for FDS (W = .86, p < .001) and BDS (W = .82, p < 
.001) tests. Therefore, we conducted Mann–Whitney U as a nonparametric test to ex-
amine the differences between groups. As expected, the monolingual children had 
significantly higher PPVT scores than the bilingual children, U = 443.50, n1 = 39, n2 = 
39, p =.004. However, the results indicated no significant difference for any of the 
VWM tasks: FDS: U = 612.50, n1 = 39, n2 = 38, p =.16; BDS: U= 738.00, n1 = 39, n2 = 38, 
p =.97; and NWR: U = 721.50, n1 = 36, n2 = 40, p = .70. 
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Table 1. Descriptive statistics for monolinguals and the bilinguals. 
Measure                                                           Group N Mean SD Minimum Maximum 

Age              
 

Monolingual 
Bilingual 

40 
40 

62.02 
61.62                               

8.26                             
 8.19                 

47 
48 

83 
82 

PPVT              
                             

Monolingual 
Bilingual 

39 
37 

86.30 
68.37                

 24.83               
 20.33              

39 
20 

137 
101 

FDS                                     Monolingual 
Bilingual 

39 
37 

4.32 
4.51 

  .72                   
  .93                    

3 
3 

6 
7 

BDS                
 

Monolingual 
Bilingual 

39 
38 

1.61 
1.40                 

 1.61                  
1.23                                            

0 
0 

6 
3 

NWR            
                      

Monolingual 
Bilingual 

38 
38 

31.02 
29.78 

 4.76                  
5.98                                       

21 
14 

40 
40 

PPVT = Peabody Picture Vocabulary Test; FDS = forward digit span; BDS = backward 
digit span; NWR = non-word repetition 
 
Relationship between language ability, digit span and nonword repetition 
To examine relations between the verbal working memory, nonword repetition and 
vocabulary (PPVT scores), Spearman nonparametric correlations were conducted. 
We present these correlations in the Appendix. As can be seen in the Table A1, age 
was highly correlated with VWM measures for both monolingual and bilingual chil-
dren. We therefore partialled out age to test for the relationship between VWM and 
vocabulary. For the monolinguals, there was no significant correlation between vo-
cabulary scores and FDS, rpartial(33) = .286, p = .10, BDS, rpartial(33) = .076, p = .67, or NWR, 
rpartial(33) = .225, p = .20. For the bilinguals, there was no significant correlation be-
tween vocabulary scores and FDS, rpartial(32) = .288, p = .09, BDS, rpartial(32) = .243, p = .12, 
or NWR, rpartial(32) = .071, p = .69. 
 
Given how little difference there was between the bilinguals and the monolinguals on 
the VWM measures, to test for significant partial correlations (controlling for age) be-
tween measures of VWM, we combined the groups. The results indicated that forward 
and backward DS were significantly correlated, rpartial(76) = .253, p = .02, and NWR was 
correlated with FDS, rpartial(75) = .232, p = .04 and with BDS, rpartial(75) = .381, p < .001. 
For partial correlations between VWM tasks for each group separately, see Table A2 
in the Appendix. 
 

Discussion 
 
The purpose of this study was to test whether VWM, which is assessed by DS and NWR 
tasks, is linked to English language ability in monolingual and bilingual preschoolers. 
As expected, in line with many previous studies (Bialystok et al., 2010; Gollan et al. 
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2007; Namazi & Thordardottir, 2010), the bilinguals scored lower than the monolin-
guals on English receptive vocabulary. If VWM performance were related to language 
experience and knowledge, bilinguals would perform worse on VWM tasks than mon-
olinguals. However, our results did not support a bilingual disadvantage on VWM 
tests: there was no significant difference between monolinguals and bilinguals on ei-
ther a DS task or a NWR task. Moreover, vocabulary scores were not significantly cor-
related with performance on either the DS or the NWR tasks, for either bilingual or 
monolingual children, after we controlled for age. These results are surprising given 
that some previous research has shown a bilingual disadvantage in VWM measures 
relative to monolinguals (Bialystok et al. 2010; Thordardottir et al. 2006, Liu & Liu, 
2021). However, it is important to keep in mind that other previous studies have also 
shown no difference between bilinguals and monolinguals on VWM measures (Cock-
croft, 2016; Engel de Abreu, 2011; Engel de Abreu et al., 2012). 
 
The inconsistent results across studies examining children’s VWM performance 
could be due to a multitude of factors, including potential differences in methodolog-
ical tools, such as variations in tasks used to measure VWM, participant characteris-
tics, and operational definitions of bilingualism. Considering the developmental na-
ture of VWM, age and language proficiency of participants may also influence the 
performance, underscoring the need for consistent and reliable measures when stud-
ying VWM (e.g., Bouffier et al., 2020). Moreover, some studies have shown a potential 
bilingual advantage in executive function, which may extend to WM and VWM (Adi-
Japha et al., 2010; Bialystok, 2010; Carlson & Meltzoff, 2008; Prior & MacWhinney, 
2010; Yoshida et al., 2011). Previous studies provided evidence that bilingual’s higher 
executive functioning might extend to WM in general and VWM in particular (e.g., 
Blom et al., 2014; Delcenserie & Genesee, 2016; Kaushanskaya, 2012; Kroll et al., 2002). 
This advantage might be contingent on the amount of language exposure (Pierce et 
al., 2017). The bilingual children in this study, despite having lower vocabulary scores 
than monolinguals, had strong English proficiency due to their extensive exposure to 
English from an early age. Future longitudinal studies may shed more light on the 
relationship between the degree of language proficiency and VWM performance. Fur-
thermore, it's noteworthy that the implications of bilingualism may extend to cogni-
tive resilience in later life, potentially delaying cognitive decline and the onset of de-
mentia (van den Noort et al., 2019), underscoring the lifelong impact of bilingualism 
on cognitive functions. The point that our bilingual children were possibly developing 
equivalent VWM skills to the monolinguals deserves careful consideration, especially 
given the influence of age on VWM. As noted, our study engaged children who were 
around five years old, unlike some other studies that involved older children (for in-
stance, Lee and Gorman, 2012, worked with seven-year-olds). We acknowledge that 
the two-year difference is significant in early childhood development, potentially in-
fluencing not just language acquisition but also other skills like reading. 
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It's crucial to recognize that this study did not intend to make direct comparisons with 
studies involving different age groups. Instead, our goal was to provide a snapshot of 
VWM and language performance among bilingual and monolingual children at this 
particular stage of development. The statement about bilingual children potentially 
developing equivalent VWM skills to the monolinguals was speculative and meant to 
hint at potential trajectories of development, rather than provide definitive conclu-
sions. 
 
Future studies could focus on longitudinal designs, tracing the development of VWM 
and language proficiency over time. Such work could provide more definitive insights 
into the rate and pattern of VWM development among bilingual and monolingual chil-
dren. Furthermore, it might help in better understanding the interaction between lan-
guage proficiency and VWM performance. 
 
With respect to the NWR task, our results add more evidence to the debate about the 
extent to which NWR is related to language knowledge or as a language-free task (Al-
loway & Archibald 2008; Gathercole et al. 1999; Kohnert et al., 2006). Our findings sug-
gest that NWR has little connection to language knowledge among both monolingual 
and bilingual children of this age, as there were nonsignificant correlations between 
language knowledge and this task. These results are in line with previous study de-
scribing no relation between NWR and language exposure in five-year-olds French-
English bilinguals (Thordardottir & Brandeker, 2013). These results, however, conflict 
with other studies showing the relationship between vocabulary size and NWR per-
formance. Lee and Gorman (2012), for example, found that vocabulary scores and 
NWR performance were correlated in all bilingual children with various first lan-
guages (e.g., Korean, Chinese, Spanish). One plausible explanation for these differ-
ences is the similarity and close relationship between the first and second languages 
of our bilinguals. Some studies, especially studies with French-English bilinguals in 
Canada, showed that some bilinguals performed on par with monolinguals in their 
first and second language (Smithson et al., 2014; Thordardottir, 2011). Previous stud-
ies have found that NWR highly depends on language proficiency both vocabulary 
and grammar (Archibald & Gathercole, 2006; Ellis Weismer et al., 2000; Thordardottir 
et al., 2010). Favoring this explanation, many studies suggested that although NWR 
are not related to long-term lexical knowledge, nonword recall is linked to familiarity 
with the phonotactic properties of the language in which NWR are performed (Gath-
ercole, 1995; Gathercole et al., 1999; Kovács & Racsmány, 2008; Roodenrys & Hinton, 
2002; van Bon & van der Pijl, 1997). That is the similarity between L1 and the language 
in which NWR is tested may be considered as an advantage. Another possible expla-
nation for the mixed results in terms of its connection to language abilities is that 
there are different types of NWR measurements which are different in the rate of 
wordlikeliness and therefore to what extent the nonwords are related to real vocabu-
lary (Thordardottir & Brandeker, 2013). 



 Language Development Research  
 
 
 
 
 

Volume 5, Issue 3 
 

115 

 
The results of this study showed strong intercorrelations between FDS, BDS, and 
NWR, suggesting that these tasks may tap on similar underlying abilities. These re-
sults are in line with some studies that have found that NWR is moderately to strongly 
associated with BDS and/or visuospatial working memory (Baniqued et al. 2013, 
Cleary et al. 2001). In the other words, our results suggested that the distinction be-
tween STM and WM is not in place at least among preschool children. This finding 
has been well established and supported in the previous studies (Davidson et al., 2006; 
Jensen et al., 2007; Krumm et al., 2009; Martinez et al., 2011). Likewise, a number of 
studies provided empirical evidence that STM and WM could possibly represent the 
same latent construct (Colom, Rebollo et al., 2006; Colom, Shih et al., 2006; Unsworth 
& Engle, 2006). Unsworth and Engle (2007), for instance, proposed simple and com-
plex tasks measure the same cognitive process showing STM and WM are indistin-
guishable. 
 
Naturally, the present study has a number of limitations. One of the main limitations 
is the close relationship between French and English languages. Moreover, our sim-
ultaneous bilinguals were exposed to their both languages in a sociocultural context 
that supported bilingualism. Therefore, more studies with different language groups 
and larger sample sizes are needed to expand the generalizability of these findings. 
Another limitation of this study is that our participants were likely from high-SES fam-
ilies. Although we did not measure SES directly, our recruitment approach likely tar-
geted high-SES families. Previous studies have shown a significant association be-
tween SES and WM functioning (Noble et al., 2005; 2007). Thus, an interesting avenue 
for further research is investigating how SES might influence the relationship be-
tween VWM and language. 
 
In conclusion, the results of this study suggest that bilingual preschoolers, despite 
their lower vocabulary scores in English, performed equivalently to monolinguals on 
two measures of verbal working memory (VWM). The notion of a critical threshold of 
language exposure before performing well on VWM tasks, as also suggested by 
Thordardottir (2020), emerges as a central theme in our discussion. However, our 
findings contribute additional nuances to this idea by shedding light on the compara-
ble performance of bilinguals and monolinguals in VWM tasks despite differing vo-
cabulary proficiency. 
 
In terms of clinical implications, the understanding of a critical language exposure 
threshold could have significant ramifications for the design and interpretation of 
cognitive and language assessments for bilingual children. If language exposure 
proves to be a pivotal factor in determining VWM performance, clinicians might need 
to incorporate measures of language exposure when evaluating bilingual children. 
Furthermore, it's important to consider that the bilingual children in this study, 
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despite their lower English vocabulary scores, were frequently exposed to English ei-
ther from birth or very early on. This suggests that the age, volume and quality of 
language exposure, rather than simply the number of languages spoken, might play 
a crucial role in VWM performance. 
 
More research is undoubtedly required to further elucidate these links and inform 
clinical practice. Specifically, longitudinal studies that monitor language exposure 
and VWM performance over time would be beneficial. Meanwhile, clinicians and re-
searchers should remain cautious in interpreting the results of VWM tasks, particu-
larly when comparing bilingual and monolingual children. 
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Appendix  
 
Table A1. Spearman correlations between Peabody Picture Vocabulary Test Scores, 
forward and backward digit span, and nonword repetition.   

 Age PPVT FDS BDS NWR 
Age    – .296 .120 .468** .392* 
PPVT .553**    – .285 .070 .300 
FDS .352* .431**    – .112 .099 
BDS .528** .499** .437**    – .406* 
NWR .326* .112 .296 .340*    – 
Note: Top of matrix above diagonal indicates correlations for monolinguals, bottom 
of matrix below diagonal indicates correlations for bilinguals; PPVT = Peabody Pic-
ture Vocabulary Test; FDS = forward digit span; BDS = backward digit span; NWR = 
non-word repetition; **p < .01, *p < .05 
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Table A2. Partial correlations (controlling for age) between verbal working memory 
tasks in monolinguals and bilinguals.  

 FDS BDS NWR 
FDS   – .027 .277 
BDS .300     – .340* 
NWR .151 .205   – 

Note: Top of matrix above diagonal indicates correlations for monolinguals, bottom 
of matrix below diagonal indicates correlations for bilinguals; FDS = forward digit 
span; BDS = backward digit span; NWR = non-word repetition; *p < .05 
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Introduction 
 
With the COVID-19 pandemic, researchers devised new strategies for pursuing their 
work, including remote data collection via videoconferencing platforms (Tsuji et al., 
2022). This approach appeared to yield similar results to in-person paradigms (Bánki 
et al., 2022; Chuey et al., 2021; Steffan et al., 2023) and offered unanticipated enroll-
ment benefits for sample diversity (Shields et al., 2021, Ozernov-Palchik et al., 2022), 
making it likely to persist. These new opportunities are exciting but also pose poten-
tial challenges. When participants are at home, the experimenter has less control 
over the environment (Gijbels et al., 2021), which could lead to poorer quality data. In 
the current study, we used secondary data analysis to examine the quality of eye-gaze 
data collected remotely with young children on the autism spectrum and with non-
spectrum children. Both groups completed an experimenter-moderated language 
learning task using a variant of the preferential looking paradigm (Golinkoff et al., 
1987) on Zoom.1  
 
The measure of interest in the current study is children’s eye gaze as they looked at 
their video screen and heard an auditory prompt directing their attention to a partic-
ular image. Gaze was recorded using a webcam and later coded offline by trained cod-
ers. This paradigm, sometimes referred to as “intermodal preferential looking” or 
“looking while listening” (e.g., Fernald et al., 2008; Golinkoff et al., 1987) has been 
successfully used with autistic children in lab settings (e.g., Bebko et al, 2006; Ellis 
Weismer et al., 2016; Horvath et al., 2018; Venker et al., 2013) and in the home with 
experimenters bringing a portable setup (e.g., Goodwin et al., 2012; Naigles & Tovar, 
2012; Swensen et al., 2007). 
 
The central construct of this investigation—the quality of eye-gaze data collected re-
motely—requires consideration of different metrics of “eye-gaze data quality”. In 
terms of eye-gaze quality, one important metric is missing data; that is, those mo-
ments when direction of gaze cannot be determined or when the child is looking off-
screen. Missing data are inevitable, because blinking results in missing data. How-
ever, it can also occur because, for example, child participants may lean forward to 
look more closely at the screen, leaving their eyes outside the camera’s range, or they 
may turn their heads to look at a caregiver. Some of these behaviors may be influ-
enced by setting (i.e., lab-based vs. remote home-based) and diagnosis. For instance, 
Lapidow and colleagues (2021) noted that caregivers were more inclined to interact 

 
1 The terms autism, autism spectrum and autism spectrum disorder (ASD) will be used interchangea-
bly. Moreover, in light of recent dialogue (e.g., Botha et al., 2021) around diverse preferences for per-
son-first versus identity-first language, the terms “on the autism spectrum” and “autistic” will both be 
used to refer to individuals with a confirmed diagnosis of ASD per the DSM-5 (APA, 2013). Finally, ra-
ther than referring to the comparison sample as “typically developing,” we will use the term “nonspec-
trum”. 
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with their children during online (vs. lab-based) administrations. Somewhat surpris-
ingly, then, collecting remote rather than lab-based data from children in manually 
coded gaze-tracking paradigms has not consistently been shown to substantially in-
fluence rates of missing data, at least for nonspectrum children (e.g., Scott & Schulz, 
2017). For example, Morini and Blair (2021) enrolled nonspectrum preschoolers and 
reported that the number of analyzable trials was comparable across face-to-face and 
virtual settings (ranging from a mean difference of .1 to 1.6 trials across ages and trial 
types). Similarly, Bacon and colleagues (2021) used a looking-while-listening virtual 
platform with nonspectrum toddlers; they reported that data integrity was robust 
against internet quality and that the percentage of includable trials (88%) was compa-
rable to previous lab-based rates (e.g., 66% to 78% in Venker et al., 2020). 
 
We might expect that missing data might be more common in remote paradigms for 
autistic (vs. nonspectrum) children, however. Consider the fact, for instance, that 
missing data can result from movement, and autistic children may be particularly 
prone to movement-related data loss (e.g., Venker et al., 2020). Moreover, given sug-
gestions that autistic children may, on one hand, find gaze-tracking paradigms par-
ticularly challenging due to the need to remain relatively still (Venker & Kover, 2015) 
but, on the other hand, may participate more easily in the predictable environment 
of a home-based study (Gijbels et al., 2021), it is particularly important to see if re-
motely collected data quality differs for autistic and nonspectrum children. Most pre-
vious studies with autistic children using preferential looking paradigms in the home 
have had experimenters physically present with the child during the study; this al-
lowed study staff to ensure a consistent setup, monitor the environment for distrac-
tions, and support the child and caregiver in following directions (e.g., Jyotishi et al., 
2017; Potrzeba et al., 2015; Tovar et al., 2015; but see Arunachalam et al., 2024 for a 
recent example of a study with fully remote task administration). With the fully re-
mote task administration required during the pandemic, the experimenter has less 
knowledge of what is occurring in the home environment, including the details of the 
setup as well as what unrelated stimuli might be co-present. Thus, a new look at data 
quality with this population is warranted; in this study, we explore the rate of missing 
data in our remote paradigm, as well as whether this differs by diagnostic group (au-
tistic vs. nonspectrum). 
 
Another important consideration in evaluating the quality of eye-gaze data is inter-
rater reliability. Manual coding of gaze from video generally yields lower track-loss 
rates compared to automatic eye-tracking, including for children on the autism spec-
trum (Haviland et al., 1996; Venker & Kover, 2015; Venker et al., 2020). When using 
manual coding, it is important to have multiple coders and to quantify their agree-
ment (e.g., Fernald et al., 2008). In the home setting, where we have limited control 
over the precise visual angle between the child and the screen, as well as (in the cur-
rent study) over the exact dimensions of the screen being used, it is likely that coders 
will have more difficulty determining whether a child is looking, for example, to the 
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right side of the screen or to an object to the right of the device. Prior findings suggest 
that remote data may present specific difficulties for agreement: Morini and Blair 
(2021) reported that inter-rater reliability was lower for remote data vs. a face-to-face 
setting. We therefore expect that remote data collection may result in lower agree-
ment than lab-based paradigms or in-home studies where the experimenter is present 
and brings their own setup. Inter-rater reliability can be quantified by measuring the 
percent of frames on which coders agree on a particular code for direction of gaze, as 
well as by Cohen’s kappa; Cohen (1960) suggested that kappa values of .81 or higher 
indicate excellent agreement. In our lab’s training process, we require coders to 
achieve a kappa of >.9 with the training standard before they can code independently. 
Nevertheless, because percent agreement is more commonly reported in studies us-
ing this paradigm, we report here on percent agreement. 
 
Therefore, in this study we use secondary data analysis to examine the quality of man-
ually coded gaze data gathered from autistic and nonspectrum preschool-aged chil-
dren via a remote platform by reporting on (1) missing data and (2) percent agreement 
among gaze coders. Additionally, we reviewed the videos to determine the frequency 
of co-occurring events that might affect the quality of the gaze data and asked whether 
these were associated with missing data or percent agreement among coders. 
 

Method 
 
All recruitment and testing procedures were approved by the Biomedical Research 
Alliance of New York (BRANY), which provides IRB services for multi-site studies. 
 
Participants 
 
Participants contributing data to this secondary data analysis are a subset of those in 
a larger study. A US national sample of families was recruited for a remote study fo-
cusing on language learning in children on the autism spectrum. Families of autistic 
children were recruited through online advertisements, a specialized recruitment 
service, and the SPARK national autism research registry (Feliciano et al., 2018). Fam-
ilies of nonspectrum children were recruited through online advertisements, parent 
organization emails, and our own research participant databases.  
 
Children on the autism spectrum were eligible to participate in the larger study if they 
were 36.0 to 71.9 months old, had a previous medical or educational diagnosis of au-
tism spectrum disorder (ASD), and scored 12 points or higher on the Social Commu-
nication Questionnaire (SCQ; Rutter et al., 2003), originally published as the Autism 
Screening Questionnaire (ASQ, Berument et al., 1999). Nonspectrum children were 
eligible if they were aged 24 to 48 months (younger than the autistic group in order to 
match groups on language, see below), had no previous diagnoses that would affect 
language or cognition, had no immediate family members diagnosed with autism, 
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and if they scored less than 12 points on the SCQ. Across both groups, children were 
not eligible to participate if their caregiver reported they (a) were born before 37 
weeks of pregnancy, (b) had uncorrected vision or hearing impairments, (c) were 
colorblind or (d) heard English less than 70% of the time. With regards to the latter 
requirement, parents reported on their child’s language exposure. The 70% cutoff is 
based on Cattani et al. (2014), who found that bilingual preschoolers perform as well 
as monolingual English-learning preschoolers on standardized language assessments 
if they have at least 60% exposure to English; here, a stricter criterion of 70% is used 
because the word learning tasks tap into processing abilities that go beyond the of-
fline performance measured in standardized assessments. 
 
Participant diagnostic status was confirmed using a multi-step process that was de-
veloped to be suitable for remote data collection. As mentioned above, SCQ scores 
were used as a screening tool for eligibility. SCQ validity studies indicate an optimum 
cutoff score of 15 for children 4 years and older (Berument et al., 1999; Rutter et al., 
2003), however, subsequent research has identified a lower cutoff score of ≥12 to yield 
best sensitivity and specificity for children younger than age 4 years (Allen et al., 2007; 
Corsello et al., 2007; Wiggins et al., 2007). Thus, because of the younger age of many 
of the children in the present sample, the current study utilized a cutoff score of 12, 
requiring that children in the autistic group score 12 or higher and that nonspectrum 
children score below 12. This SCQ cutoff score also allowed the researchers to cast a 
wider net for recruitment of autistic children (given that we also had a licensed clini-
cal psychologist, the fourth author, confirm diagnosis using all available data, as 
noted below). 
 
Next, we gathered caregiver report information about intervention and diagnostic 
history using a questionnaire, including services provided in the school and the com-
munity (see data on OSF). Caregivers reported on their child’s current autism-related 
symptoms using the Gilliam Autism Rating Scale–Third Edition (Gilliam, 2014). Care-
givers also completed the Vineland Adaptive Behavior Scales, Third Edition (Vine-
land-3; Sparrow et al., 2016) to provide information about adaptive functioning skills; 
because autism is commonly associated with impairments in adaptive functioning, 
results of the Vineland-3 were reviewed to determine whether the Communication, 
Daily Living, and Socialization scales were consistent with autism. Finally, caregivers 
and children completed a 15-minute guided, semi-structured and video recorded in-
teraction based on an adaptation of the Childhood Autism Rating Scale–Second edi-
tion (CARS-2; Schopler et al., 2010). Previous research published near the onset of the 
COVID-19 global pandemic demonstrated that the CARS-2 can be effectively adapted 
to a brief observation entitled “CARS-2-obs”, with the examiner providing prompts to 
the caregiver while observing their interaction to identify child behaviors indicative 
of autism (Sanchez & Constantino, 2020). A licensed psychologist with advanced train-
ing and expertise in autism diagnosis (spanning research and clinical settings) re-
viewed all available clinical materials to confirm diagnostic status. Nine participants 
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from the larger study (out of 156) were recruited for the autistic group but did not 
receive diagnostic confirmation of autism based on clinical judgment after review of 
all available data. 
 
Participant Matching 
 
For the present analyses, we identified two subgroups of children (drawn from the 
larger study) who were matched by gender and language ability. To ensure compara-
bility with similar in-lab studies, we selected a sample size based on previous re-
search, which typically used groups of 30 or fewer participants per group (e.g., Good-
win et al., 2012; Venker, 2019; Venker et al., 2013). Our two goals in identifying sub-
groups for the present analyses were to include children with a wide range of lan-
guage abilities, given a previous finding that children with lower language abilities 
were more likely to look away from the screen in a similar paradigm (Bebko et al., 
2006), and within that, to match children on gender and expressive vocabulary.  
 
Therefore, we first aimed to identify—from the 147 participants with confirmed au-
tism diagnoses in the larger study—a subset of 30 children on the autism spectrum to 
include for the present analyses. To ensure a wide range of language abilities, we first 
binned all children in the larger study based on total number of words produced on 
the MacArthur Bates Communicative Development Inventory (MCDI) Words and Sen-
tences Long Form (which contains 680 vocabulary words; Fenson et al., 2006). Six bins 
were used: fewer than 100 words, 100-199 words, 200-299 words, 300-399 words, 400-
499 words and 500 or more. From each bin, we selected at least one child (when more 
than one child was available, we used random selection) while maintaining the same 
approximate MCDI distribution in the subsample that we had in the larger sample. 
This process yielded a subgroup of 30 children on the autism spectrum (18 males, 12 
females) aged 36 to 67 months (M = 48.73, SD = 8.93), all of whom had their diagnosis 
confirmed by the licensed psychologist according to the process outlined earlier.   
 
Next, we matched each autistic participant to a nonspectrum participant from the 
larger study based on gender and vocabulary scores from the MCDI (within +/- 20 
words). Although +/- 20 on the MCDI is a relatively large spread, it has been previously 
used for language-based matching (e.g., Naigles et al., 2016) and allows the inclusion 
of children with lower vocabulary scores. A stricter matching protocol would have 
excluded autistic children with lower vocabulary scores due to difficulty in finding 
exact matches. When more than one nonspectrum child who was a vocabulary- and 
gender-match was available, a single one was selected at random. This process was 
successful for all autistic participants except for two, for whom a vocabulary matched 
participant within 20 words could not be identified; we therefore selected the closest 
available same-gender nonspectrum match for these children (one pair was matched 
within 21 words and the other was matched within 44 words; see similar approach in 
Luyster & Lord, 2009). This matching process resulted in our second subgroup, 
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comprising 30 nonspectrum children (18 males, 12 females) aged 24 to 34 months (M 
= 27.37, SD = 3.10).  
 
As is common when using language-matched sampling for young autistic and nonau-
tistic children (see Charman, 2004 for a discussion), the autistic and nonspectrum 
groups differed significantly on age (t = 12.38, p < .001) and SCQ (t = 12.31, p < .001) but 
not on MCDI (t = .094, p = .93). See Table 1. Caregivers reported on children’s race and 
ethnicity using NIH categories as follows: 3 Black/African-American, 3 Asian, 43 
White, 3 More than one race, 2 Prefer not to answer; 8 Hispanic or Latine, 52 Not 
Hispanic or Latine. We did not explicitly ask for information pertaining to socioeco-
nomic status, but we note that to participate, families had to have a sufficiently strong 
internet connection to engage in a Zoom call and watch streaming videos on an ap-
propriate device.2   
 
On the day of the study, the caregiver and child logged onto a Zoom meeting with the 
experimenter. Children sat in front of a desktop, laptop, or tablet with a screen at least 
5.5 inches by 8.5 inches. The child usually sat independently, but some children sat 
in their caregiver’s lap. Parents were coached on an appropriate distance to have the 
child sit from the screen, but we did not require them to measure it. We discouraged 
parents from having the child hold anything during the study, but if the parent be-
lieved the child would be better able to sit still and participate while holding a toy or 
eating we allowed it. The experimenter conducted a warm-up, followed by a word-
learning experiment (described below), and then a 15-minute guided play-based ob-
servation between the child and caregiver. The session lasted about 45 minutes and 
was recorded using Zoom. For this paper, we only report details of the procedure rel-
evant to the current analyses of eye-gaze data quality during the word-learning exper-
iment. 
 
Word-Learning Experiment 

 
The experiment comprised two word-learning trials on which the child was intro-
duced to a new word (e.g., “modi”) and then tested on the novel word’s meaning. For 
the current paper, we focus on the “test phase” of each of the two trials, which were 
structured identically. Test phases consisted of 8-second videos. The 8-second video 
comprised three phases: Baseline (3 seconds), during which children viewed the im-
ages on the screen (as depicted in Figure 1) and heard a prompt designed to direct 
their attention to the screen (“Whoa, look!”), Query (2 seconds), during which the im-
ages disappeared, replaced by a large central fixation image, and children heard an 
auditory prompt to find the target (e.g., “Where’s the modi?”), and Response (3 sec-
onds) during which the images reappeared in the same locations as during Baseline 

 
2 From the larger study, there were 24 families who attended an orientation call but did not show up 
for the study visit. 



 Language Development Research  
 
 
 
 
 

Volume 5, Issue 3 
 

138 

and children heard an additional prompt (e.g., “Find the modi!”). We analyzed their 
gaze during Baseline and Response, as would typically be done in word learning ex-
periments; Baseline provides a measure of children’s a priori preference for the im-
ages and Response provides a measure of their preferences after being asked to find 
the referent. We did not analyze gaze during the Query phase for two reasons. First, 
this phase did not have images in the target locations, and second, in our experience, 
this phase is often when children are likely to look away from the screen (e.g., to share 
attention with their parent). 

 
Coding 
 
We coded two types of variables: (1) co-occurring events, including both child behav-
iors and external household events, that might be expected to disrupt performance in 
an experimental task. (2) children’s gaze behavior as the videos played, to assess both 
rates of missing data and inter-rater agreement.  
 
Co-occurring events 
 
We coded for child behaviors and external, household events (see Table 2 for defini-
tions and guidelines used by coders). With respect to child behaviors, we coded for 
child vocalization or physically interacting with an object, and additionally, given 
Venker and Kover’s (2015) suggestion that child behaviors associated with autism 

 

Figure 1. Example of visual stimuli during Baseline and Response phases 
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might lower the quality of eye-gaze data, we also coded for repetitive child sensorimo-
tor movements that are characteristic of autism, such as rocking or hand flapping 
(e.g., Rutter, Le Couteur, & Lord, 2003). 
 
Table 2. Coding definitions for co-occurring events 

Event Category Coding Definition 

Child sensorimo-
tor movements 

Includes whole body, torso, or arm/hand/finger movements. For 
example: rocking, hand flapping, peering through hands/fingers. 
These movements must include voluntary repetitive movements. 
Nail biting, hair twisting, thumb sucking and the like are all ex-
cluded. Chewing and drinking will not be coded; oral motor 
movements (e.g., popping lips, sticking out tongue, sucking 
thumb) in isolation (i.e., in the absence of other sensorimotor 
movements as listed) will not be coded. If this co-occurs with an-
other category, code both. 

Child vocaliza-
tions 

Nonword vocalizations (e.g., laughter, jargoning) or speech (e.g., 
talking to caregiver, repeating audio from experimental stimuli). 
Making noises while chewing and drinking or breathing will not 
be coded. Do not count yawning, grunting (unless communica-
tive), lip popping, sighing, raspberries. If this co-occurs with an-
other category, code both.  

Child physical 
distractions 

Resulted from something the child was doing. Active involve-
ment of/with physical object or agent resulting from child’s be-
havior; for instance, child playing with a toy in hand or touching 
a computer keyboard. If the child is holding something or has 
something in their lap but they are not actively involved with it 
(meaning, they are not playing with it, looking with it, moving it 
around etc.), do not code. If this co-occurs with another cate-
gory, code both.  

External physical 
distractions 

Sudden appearance/interruption by agent/physical object that (1) 
enters the child’s visual field (e.g., sibling running in front of 
child) or (2) makes physical contact with the child (e.g., cat jump-
ing on child’s lap). These are not due to the child’s behavior and 
do not include ongoing physical contact from the parent, who 
may be holding the child during the session. If this co-occurs 
with another category, code both.  
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With respect to external, household events, we coded for intrusions (e.g., from care-
givers, pets or siblings) that entered the child’s field of view or made physical contact 
with the child; this final category was only observed for one child in the data set, and 
so we did not analyze it quantitatively. We initially intended to include auditory dis-
tractions such as caregiver vocalizations or external noises (e.g., phone ringing, baby 
crying) in this last category, but Zoom recordings varied in how much of this external 
noise was filtered out by the software, and so we could not reliably determine whether 
these noises were present in the home for all videos.  
 
Coding was done in 1-second bins for each of the 3 seconds in the Baseline period and 
3 seconds in the Response period; each second was binary coded (i.e., presence or 
absence) for each of the four categories of co-occurring events. Videos were played 
in Adobe Premiere Pro and codes were recorded on a spreadsheet. All videos were 
coded for co-occurring events by two research assistants; inter-rater reliability was 
calculated for a randomly selected 20% of the sample. Percent agreement between 
the two raters was high for all four event categories: child sensorimotor movements 
(100%), child vocalizations (97.2%), child physical distractions (100%), external phys-
ical distractions (100%). After calculating inter-rater reliability metrics, disagree-
ments were resolved via consensus between the same two coders.  
 
Gaze Coding 
 
Using standard procedures (e.g., Fernald et al., 2008), three trained research assis-
tants who were naive to diagnosis independently coded the direction of children’s 
gaze on the screen (top left, top right, center) from video recordings of the test phase 
at a rate of 30 frames/second.3 The coders had to be able to hear the audio to deter-
mine the onset of Baseline and Response phases, but they did not know which object 
was the intended target or where it was located on the screen, both of which were 
counterbalanced across participants. Each video was coded by two of the three cod-
ers, who viewed videos using Adobe Premiere Pro software and recorded gaze codes 
on a spreadsheet. (Note that while most studies involve multiple coders on only a sub-
set of trials to check reliability, we enlisted two coders for coding gaze on all videos 
because we were specifically interested in evaluating inter-rater agreement.) Missing 
data consisted of frames on which the eyes were closed (blinks), the child was looking 
outside of the areas of interest (e.g., looking off-screen, turning to look at a caregiver), 
or the child’s eyes were not visible to the coder (e.g., blurry video, child was out of 
frame). The proportion of codes for these events, out of all of the 90 coded frames 

 
3 As in our prior work using this remote data collection (Arunachalam et al., 2024), we coded the vid-
eos using audio cues indicating the start of each phase within each trial to minimize any lag that 
might have accumulated during video playback. None of the included videos had an accumulated lag 
of more than 2 frames (66 ms) using this approach. 
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during each of the Baseline and Response phases of each test video, was calculated. 
Percent agreement to determine inter-rater reliability between the two coders were 
calculated for each trial using the “irr” package (Gamer, Lemon, Fellows, & Singh, 
2019) in R version 4.1.2 (R Core Team, 2020).  

 
Results 

 
Co-occurring events 
 
As described above, co-occurring events were categorized as child sensorimotor 
movements, child vocalizations, child physical distractions, or external physical dis-
tractions (see Figure 2).  
 

 
Figure 2. Proportion of 1-second time bins during which child behaviors or external 
physical distractions were observed across groups (autistic children, nonspectrum 
children) during the two coded phases of the trial (Baseline, Response). Note: The y-
axis range is only depicted from 0 to 0.5 for readability. These events were coded 
across 6 seconds per trial (3 seconds of the Baseline phase, 3 seconds of the Re-
sponse phase) over 60 trials per group (2 trials per child, 30 children per group). 

 
Child vocalizations were the most common behaviors in both groups, followed by 
child physical distractions. Child sensorimotor movements were rare in both groups: 
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For 10 children in the autistic group and 9 children in the nonspectrum group, there 
were no child sensorimotor movements at all. As mentioned above, there was only 
one child who experienced an external event in the dataset, and so we did not analyze 
this category quantitatively. On half of the trials (n = 29 for the autistic group, n = 31 
for the nonspectrum group), no events were coded at all. Given the small numbers of 
event occurrences, we used non-parametric two-tailed Mann-Whitney U tests for 
group differences; we found none (child sensorimotor movements: Mann-Whitney U 
= 450.5, n1 = n2 = 30, p = 1.00; child vocalizations: Mann-Whitney U = 530.5, n1 = n2 = 30, 
p = 0.22; child physical distractions: Mann-Whitney U = 406.0, n1 = n2 = 30, p = 0.25).  
 
Missing Data 
 
The mean proportion of frames with missing data during the Baseline phase was 0.097 
(SD = 0.22, range 0-1) for the autistic group and 0.082 (SD = 0.20, range 0-1) for the 
nonspectrum group, and during the Response phase, it was 0.096 (SD = 0.20, range 0-
1) for the autistic group and 0.059 (SD= 0.19, range 0-1) for the nonspectrum group. 
Missing data rates were severely right-skewed, and standard approaches to transform 
the data did not address this non-linearity; therefore, nonparametric approaches are 
more appropriate. We used quasibinomial nonparametric regression, or generalized 
additive models, with the “mgcv” package in R version 4.1.2 (R Core Team, 2020). 
(Note that the same results were obtained with parametric regression for all analyses, 
which are reported in our data repository.) We ran two generalized additive models, 
one for the Baseline phase and one for the Response phase, with missing data as the 
dependent variable and a fixed effect of diagnostic group (sum coded with the autistic 
group as +1 and the nonspectrum group as -1). For this and other regressions, we only 
report significant parameters of interest; full models are available at the OSF reposi-
tory (https://osf.io/w9vmk/?view_only=dd1288d5ca014a0cbd0d472455c81c77). These 
analyses yielded no significant effects of diagnostic group (Baseline: ß = 0.094, p = 0.70, 
deviance explained = 0.20%; Response: ß = 0.26, p = 0.32, deviance explained = 
1.49%).We then added age and MCDI scores (centered around their means); these 
were not highly correlated (R = 0.24) because of the heterogeneity of language abilities 
among the (chronologically older) autistic group. These analyses also yielded no sig-
nificant effects for either the Baseline phase (Diagnostic group: ß = -0.12, p = 0.82; Age: 
ß = 0.019, p = 0.63; MCDI: ß = -0.00094, p = 0.49; deviance explained = 0.85%) or the 
Response phase (Diagnostic group: ß = 0.51, p = 0.31; Age: ß = -0.026, p = 0.57; MCDI: ß 
= -0.0016, p = 0.25; deviance explained = 5.66%), and we did not include these factors 
in subsequent missing data analyses. 
 
To see if missing data rates were predicted by co-occurring child behaviors, we added 
to the simple models a fixed effect of the sum of the number of seconds (out of 3 sec-
onds) during each phase (Baseline, Response) of each trial on which each of these 
behaviors were present (because 3 types of behaviors were measured during each of 
the 3 seconds, the range of values was 0-9), and its interaction with diagnostic group. 
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In the Baseline phase, this analysis yielded a significant simple effect of child behav-
iors (ß = 0.67, p = 0.00014), with a greater number of behaviors associated with higher 
rates of missing data, but no significant effect of group (ß = 0.85, p = 0.17) and no sig-
nificant interaction (ß = -0.51, p = 0.13) (deviance explained = 18.3%). The same pat-
tern obtained for the Response phase: a significant simple effect of child behaviors 
indicating that more behaviors was associated with higher rates of missing data (ß = 
0.45, p = 0.0072), but no significant effect of group (ß = 0.22, p = 0.73) and no significant 
interaction (ß = 0.28, p = 0.40) (deviance explained = 10.4%). 
 
Percent agreement among coders for gaze coding 
 
We calculated percent agreement for gaze coding for each phase of each trial and 
participant separately and included those in similar analyses as for missing data. The 
mean percent agreement between gaze coders for the Baseline phase was 96.6% (SD 
= 8.1%) for the autistic group and 98.1% (SD = 8.1%) for the nonspectrum group; for 
the Response phase, it was slightly lower: 93.5% (SD = 16.0%) for the autistic group 
and 96.9% (SD = 8.3%) for the nonspectrum group. Percent agreement was left-
skewed, so we used generalized additive models as above.  
 
For both phases, this analysis did not yield a significant main effect of diagnostic 
group (Baseline: ß = -0.61, p = 0.33, deviance explained = 2.08%; Response: ß = -0.76, p 
= .14, deviance explained = 3.28%). We then added age and MCDI scores (centered 
around their means). For Baseline, this analysis yielded no significant main effects 
(group ß = 0.38, p = 0.76; age ß = -0.044, p = 0.34; MCDI ß = 0.00046, p = 0.79; deviance 
explained = 4.08%). For Response, there was still no significant main effect of group 
(ß = 0.84, p = 0.37), but there were significant effects of age (ß = -0.074, p = 0.035) and 
MCDI (ß = 0.0036, p = 0.0042) (deviance explained = 13.8%), indicating that there was 
higher agreement for younger children and children with higher MCDI scores.   
 
Finally, we asked whether percent agreement was predicted by co-occurring child 
behaviors; we added to the simple model a fixed effect of the sum of the total number 
of seconds on each trial (out of 3 seconds) on which each of these behaviors was pre-
sent for each trial (because three types of behaviors were measured during each of 
the 3 seconds, the range of values was 0-9), and its interaction with diagnostic group. 
This analysis yielded no significant simple effects and no significant interaction dur-
ing either Baseline (behaviors ß = 0.089, p = 0.80; group ß = -0.49, p = 0.48; interaction 
ß = -0.27, p = 0.71; deviance explained = 2.43%) or Response (behaviors ß = -0.099, p = 
0.63; group ß = -0.78, p = 0.21; interaction ß = 0.032, p = 0.94; deviance explained = 
3.61%).  
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Discussion 
 
The goal of this study was to explore the quality of remotely-collected eye-gaze data 
gathered from autistic and nonspectrum preschoolers. We quantified co-occurring 
events (both child and external/household) during brief Baseline and Responses 
phases of a word-learning task, and we tested the associations of co-occurring events 
with two common quality metrics (missing data and inter-rater reliability).  
 
In our sample, sporadic co-occurring events—both child and external—were observed 
for many participants. As in lab-based settings, interruptions are inevitable during 
experimental sessions. However, these events were relatively infrequent and for half 
of the trials, these events did not occur at all. Moreover, children on the autism spec-
trum and nonspectrum children did not differ in rates of either child or external 
events. This is somewhat unexpected given that autistic children might be more 
prone to distraction and movement, and that the sensorimotor movements we coded 
for are characteristic of autism (Venker & Kover, 2015). It suggests that in a home-
based remote testing condition, autistic children are not more likely to experience 
these interruptions compared to their nonspectrum peers. Moreover, our tallies indi-
cated that external/household distractions were extremely rare, occurring for only 
one child (and affecting roughly .01 of time bins for nonspectrum children). This find-
ing does not support previous suggestions that remote research may be particularly 
vulnerable to family interruptions and child attrition (Lapidow et al. 2021; Steffan et 
al., 2023). In our study, we believe that the pre-visit orientation video call that we pro-
vided may have helped caregivers create a focused environment for their child (Gi-
jbels et al., 2021). Overall, then, these results attest to the suitability of curated remote-
testing conditions. 
 
Next, we explored missing data. We found that rates of missing data were relatively 
low and did not differ for children on the autism spectrum and nonspectrum chil-
dren; this is in contrast to previous findings that autistic children look away from 
stimuli significantly more often than nonspectrum children (e.g., Tenenbaum et al., 
2017). Moreover, given that many studies with autistic children of this age apply a 
criterion of >50% missing data when deciding whether to exclude children (e.g., 
Horvath et al., 2018; Venker et al., 2013; Venker, 2019; Venker et al., 2020), our exclu-
sion rate on this basis would be just 4%—which is comparable to those studies for 
which exclusion rates range from approximately 5% (Horvath et al., 2018) to 16% 
(Venker et al., 2020). For subsequent analyses, we included even those children with 
high rates of missing data; these children would typically be excluded from analyses, 
but our reports of data quality are contingent on understanding how missing data is 
related to co-occurring events. Indeed, there was a significant association between 
co-occurring events and missing data across both the Baseline and Response phases. 
Therefore, even though overall rates of co-occurring events were quite low across 
groups, the frequency with which they occurred was associated with data loss. There 
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was, however, no main or interaction effect of group, age or language level. This find-
ing affirms the importance of the quality control measures that many researchers 
take in order to minimize distractions, whether in laboratory or remote settings. Our 
finding indicates that by minimizing both child-based or environmental artifacts, we 
can reduce data loss. 
 
The percent agreement between coders who manually coded children’s eye gaze (au-
tistic = 94-97%; nonspectrum = 97-98%) was slightly lower than but similar to what has 
been reported for children on the spectrum or with other developmental conditions 
or language delays in lab-based settings or at-home studies in which the experimenter 
brings a portable setup: e.g., 98% in Venker et al. (2013) and Venker et al. (2021); 97% 
in Ellis Weismer et al. (2016); 93-99% for pre-term and full-term toddlers in Loi et al. 
(2017); 98% in Naigles et al. (2011). This was a somewhat surprising outcome for us 
given that we had substantially less control over factors that would influence coders’ 
judgments, such as distance from the screen (which affects visual angle) and dimen-
sions of the device’s screen. Moreover, the agreement between raters was not detri-
mentally affected by child behaviors or household events.  
 
We did find, however, that gaze coding agreement was higher for younger children 
and those with higher MCDI scores during the Response phase. In other words, raters 
were less reliable when coding the children who were older and/or had more pro-
nounced developmental (or at least language) delays. This finding is particularly in-
triguing in light of the fact that—due to the language-matched nature of our sample—
the autistic group was older than the nonautistic group. We are not certain of an ex-
planation for this variability in reliability. Our results suggest that agreement was not 
related to child behaviors, so it is unlikely to be caused by differences in regulation or 
externalizing behaviors. An alternative explanation might be that—perhaps related to 
language delay—these children had less clearly defined gaze patterns when asked to 
identify an object, perhaps doing more exploratory scanning than directed gaze, lead-
ing to lower coder agreement. This interpretation is consistent with the fact that we 
found an effect of age and MCDI only in the Response phase, and not during the Base-
line period. Although analyses addressing whether or not these children successfully 
learned the word, as measured by gaze during the Response phase, is beyond the 
scope of this paper, future analyses might help to support or disprove our hypothe-
sized interpretation. 
 
There are certainly benefits to remote research including increased familiarity (and 
perhaps comfort) of the home environment, reduced barriers for study visits, and 
broader inclusion of diverse samples, and our work here suggest that there are rela-
tively few disruptions arising from co-occurring events in remote research designs. 
Nevertheless, there are other disadvantages of at-home studies that researchers 
should consider. One notable difference from lab-based studies is that in the lab, we 
can keep the surrounding environment free from material and visual distractions. In 
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the home, we did ask caregivers to try to identify a space without a lot of clutter, but 
there were likely other objects nearby that could have attracted children’s attention. 
In coding eye gaze, coders may have inferred that the child’s gaze was directed to one 
side of the screen when in fact it was directed to something just beside the screen. 
This lack of precision in coding is a disadvantage of at-home studies, although the 
relatively high percent agreement among coders somewhat mitigates this concern. 
Another potential challenge is the difficulty of verifying that the child is viewing the 
stimuli as intended (Tompkins, 2022). While we believe we substantially minimized 
this concern by (1) offering a pre-visit orientation video call, (2) having the experi-
menter present during data collection, (3) checking in frequently with the caregiver 
during transitions from one part of the procedure to the next and (4) asking caregivers 
to turn on the “do not disturb” function on their devices, it is certainly possible that 
for example, colors appeared differently than we intended or that distracting notifi-
cations popped up on participants’ screens. 
 
Several important limitations of our work should be noted. First, in recruiting for this 
study, we explained to caregivers that children would be asked to sit in front of their 
home computer for the duration of the task; families who agreed to enroll were likely 
self-selected based on the likelihood that their child could meet the study demands. 
Therefore, the children (both on and off the spectrum) enrolled do not necessarily 
exhibit the full range of developmental heterogeneity observed at these ages. Second, 
our word-learning task was conducted synchronously; before and after the task, the 
child was interacting directly with an experimenter. These results may not generalize 
to other types of experimental paradigms that are less interactive or are asynchro-
nous/unattended (e.g., Scott & Schulz, 2017). Third, because Zoom software filtered 
out background noise, we were not able to assess the frequency of household auditory 
distractions such as a phone ringing or baby crying. Fourth, this study was limited to 
families who had access to computer/tablet with Zoom software and a stable internet 
connection.  Although upwards of 90% of American families have access to these re-
sources as of 2021 (US Census Bureau, 2024), it is certainly possible that the patterns 
reported here might differ in the remaining 10% of families and/or in families who 
feel distrust for technology use, particularly in a research context (Beaton et al., 2017). 
Finally, due to the COVID-19 pandemic and the cessation of in-person data collection 
in our labs, we did not compare these results to an in-person version of this same task. 
Instead, we drew inferences from published in-lab studies, and—in doing so—we also 
want to recognize some differences between our paradigm and those in-lab studies; 
for example, our task was modeled after an in-person study that presented three test 
objects, while eye-tracking tasks often present only two. We do not expect this choice 
to substantially affect our conclusions about overall quality of remotely collected data 
because our primary questions of interest in the current paper did not concern 
whether children looked at a target or distractor but rather how easy it was to assess 
whether and where they were looking. However, it may explain the slightly decreased 
percent agreement statistics as compared to in-lab studies because there were more 
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possible codes to choose from. Our study also included a relatively small number of 
trials; while word learning studies commonly present only one trial (e.g., Dautriche 
et al., 2014; Yuan et al., 2012) or 2-4 trials (e.g., Horvath et al., 2018; Gliga et al., 2012; 
Naigles et al., 2011), other studies using similar paradigms with familiar/known words 
often have many more trials, including some of the studies we cite above as reference 
points (e.g., Venker et al., 2013; Venker, 2019; Venker et al., 2020). Our results are 
most straightforwardly relevant for other studies with similar task demands and may 
not generalize to other paradigms.  
 
In sum, our findings suggest that—for both autistic and nonspectrum children—the 
data gathered from a remote gaze-data paradigm are characterized by minimal miss-
ing data and adequate agreement between coders. Child and household factors were 
noted (and the former were more frequent than the latter), and although the quality 
of gaze data was reduced by co-occurring events during the session, these events were 
generally infrequent. In a broader sense, the current study allowed us to test whether 
autistic and nonspectrum children differ from each other in remote gaze-based stud-
ies, which fills a crucial gap missing from prior work. We conclude that experi-
menter-moderated remote data collection offers a promising alternative to lab-based 
settings for manually-coded gaze paradigms for both autistic and nonspectrum chil-
dren. 
 

References  
 
Allen, C.W., Silove, N., Williams, K. et al. (2007). Validity of the Social Communica-
tion Questionnaire in assessing risk of autism in preschool children with develop-
mental problems. Journal of Autism and Developmental Disorders, 37, 1272–1278. 
https://doi.org/10.1007/s10803-006-0279-7 
 
American Psychiatric Association. (2013). Diagnostic and statistical manual of mental 
disorders (5th ed.). https://doi.org/10.1176/appi.books.9780890425596 
 
Arunachalam, S., Steele, A., Pelletier, T., & Luyster, R. (2024). Do focused interests 
support word learning? A study with autistic and nonautistic children. Autism Re-
search, 17(5), 955-971. https://doi.org/10.1002/aur.3121 
 
Bacon, D., Weaver, H., & Saffran, J. (2021). A framework for online experimenter-
moderated looking-time studies assessing infants’ linguistic knowledge. Frontiers in 
Psychology, 4078. https://doi.org/10.3389/fpsyg.2021.703839 
 
Bánki, A., de Eccher, M., Falschlehner, L., Hoehl, S., & Markova, G. (2022). Compar-
ing online webcam-and laboratory-based eye-tracking for the assessment of infants’ 
audio-visual synchrony perception. Frontiers in Psychology, 12, 733933. 
https://doi.org/10.3389/fpsyg.2021.733933 



 Language Development Research  
 
 
 
 
 

Volume 5, Issue 3 
 

148 

 
Beaton, B., Perley, D., George, C., & O’Donnell, S. (2017). Engaging remote marginal-
ized communities using appropriate online research methods. The Sage Handbook of 
Online Research Methods, 563-577. 
 
Bebko, J. M., Weiss, J. A., Demark, J. L., & Gomez, P. (2006). Discrimination of tem-
poral synchrony in intermodal events by children with autism and children with de-
velopmental disabilities without autism. Journal of Child Psychology and Psychiatry, 
47(1), 88-98. https://doi.org/10.1111/j.1469-7610.2005.01443.x  
 
Berument, S. K., Rutter, M., Lord, C., Pickles, A., & Bailey, A. (1999). Autism screen-
ing questionnaire: Diagnostic validity. British Journal of Psychiatry, 175, 444-51.  
https://doi.org/10.1192/bjp.175.5.444 
 
Botha, M., Hanlon, J., & Williams, G. L. (2021). Does language matter? Identity-first 
versus person-first language use in autism research: A response to Vivanti. Journal 
of Autism and Developmental Disorders, 53(2), 870-878. https://doi.org/10.1007/s10803-
020-04858-w  
 
Cattani, A., Abbot‐Smith, K., Farag, R., Krott, A., Arreckx, F., Dennis, I., & Floccia, 
C. (2014). How much exposure to English is necessary for a bilingual toddler to per-
form like a monolingual peer in language tests? International journal of language & 
communication disorders, 49(6), 649-671. https://doi.org/10.1111/1460-6984.12082  
 
Charman, T. (2004). Matching preschool children with autism spectrum disorders 
and comparison children for language ability: Methodological challenges. Journal of 
Autism and Developmental Disorders, 34, 59-64. 
https://doi.org/10.1023/B:JADD.0000018075.77941.60  
 
Chuey, A., Asaba, M., Bridgers, S., Carrillo, B., Dietz, G., Garcia, T., Leonard, J. A., 
Liu, S., Merrick, M., Radwan, S., Stegall, J., Velez, N., Woo, B., Wu, Y., Zhou, X. J., 
Frank, M. C., & Gweon, H. (2021). Moderated online data-collection for developmen-
tal research: Methods and replications. Frontiers in Psychology, 12. 
https://doi.org/10.3389/fpsyg.2021.734398   
 
Cohen, J. (1960). A coefficient of agreement for nominal scales. Educational and Psy-
chological Measurement, 20(1), 37–46. https://doi.org/10.1177/001316446002000104   
 
Corsello, C., Hus, V., Pickles, A., Risi, S., Cook, E. H., Leventhal, B. L., & Lord, C. 
(2007). Between a ROC and a hard place: Decision making and making decisions 
about using the SCQ. Journal of Child Psychology and Psychiatry, 48(9), 932–940. 
https://doi.org/10.1111/j.1469-7610.2007.01762.x   
 



 Language Development Research  
 
 
 
 
 

Volume 5, Issue 3 
 

149 

[dataset] Arunachalam, S., & Luyster, R. J.; 2022; Quality of remotely-collected gaze 
data in children with and without autism; Open Science Framework 
https://osf.io/w9vmk/?view_only=dd1288d5ca014a0cbd0d472455c81c77 
 
Dautriche, I., Cristia, A., Brusini, P., Yuan, S., Fisher, C., & Christophe, A. (2014). 
Toddlers default to canonical surface‐to‐meaning mapping when learning verbs. 
Child Development, 85(3), 1168-1180. https://doi.org/10.1111/cdev.12164  
 
Ellis Weismer, S., Haebig, E., Edwards, J., Saffran, J., & Venker, C. E. (2016). Lexical 
processing in toddlers with ASD: Does weak central coherence play a role? Journal of 
Autism and Developmental Disorders, 46(12), 3755–3769. 
https://doi.org/10.1007/s10803-016-2926-y   
 
Feliciano, P., Daniels, A. M., Snyder, L. G., Beaumont, A., Camba, A., Esler, A., ... & 
Brewster, S. J. (2018). SPARK: a US cohort of 50,000 families to accelerate autism re-
search. Neuron, 97(3), 488-493. https://doi.org/10.1016/j.neuron.2018.01.015   
 
Fenson, L., Marchman, V. A., Thal, D. J., Dale, P. S., Reznick, J. S., & Bates, E. 
(2006). MacArthur-Bates Communicative Development Inventories, Second edition. 
PsycTESTS Dataset. https://doi.org/10.1037/t11538-000   
 
Fernald, A. E., Zangl, R., Portillo, A. L., & Marchman, V. A. (2008). Looking while lis-
tening. Language Acquisition and Language Disorders, 97–135. 
https://doi.org/10.1075/lald.44.06fer   
 
Gamer, M., Lemon, J., & Fellows, I., & Singh, P. (2019). Irr: Various Coefficients of In-
terrater Reliability and Agreement. R package version 0.84.1. https://CRAN.R-
project.org/package=irr  
 
Gijbels, L., Cai, R., Donnelly, P. M., & Kuhl, P. K. (2021). Designing virtual, moder-
ated studies of early childhood development. Frontiers in Psychology, 12. 
https://doi.org/10.3389/fpsyg.2021.740290   
 
Gilliam, J. E. (2014). Gilliam autism rating scale–Third edition (GARS-3). Austin, TX: 
Pro-Ed. 
 
Gliga, T., Elsabbagh, M., Hudry, K., Charman, T., Johnson, M. H., & BASIS team. 
(2012). Gaze following, gaze reading, and word learning in children at risk for au-
tism. Child Development, 83(3), 926-938. https://doi.org/10.1111/j.1467-
8624.2012.01750.x  
 
Golinkoff, R. M., Hirsh-Pasek, K., Cauley, K. M., & Gordon, L. (1987). The eyes have 
it: Lexical and syntactic comprehension in a new paradigm. Journal of Child 



 Language Development Research  
 
 
 
 
 

Volume 5, Issue 3 
 

150 

Language, 14(1), 23-45. https://doi.org/10.1017/S030500090001271X    
 
Goodwin, A., Fein, D., & Naigles, L. R. (2012). Comprehension of wh-questions pre-
cedes their production in typical development and autism spectrum disorders. Au-
tism Research, 5(2), 109–123. https://doi.org/10.1002/aur.1220   
 
Haviland, J. M., Walker-Andrews, A. S., Huffman, L. R., Toci, L., & Alton, K. (1996). 
Intermodal perception of emotional expressions by children with autism. Journal of 
Developmental and Physical Disabilities, 8(1), 77–88. 
https://doi.org/10.1007/bf02578441   
 
Horvath, S., McDermott, E., Reilly, K., & Arunachalam, S. (2018). Acquisition of verb 
meaning from syntactic distribution in preschoolers with autism spectrum disorder. 
Language, Speech, and Hearing Services in Schools, 49(3S), 668–680. 
https://doi.org/10.1044/2018_lshss-stlt1-17-0126   
 
Jyotishi, M., Fein, D., & Naigles, L. (2017). Investigating the grammatical and prag-
matic origins of wh-questions in children with autism spectrum disorders. Frontiers 
in Psychology, 8, 319. https://doi.org/10.3389/fpsyg.2017.00319  
 
Lapidow, E., Tandon, T., Goddu, M., & Walker, C. M. (2021). A tale of three plat-
forms: Investigating preschoolers’ second-order inferences using in-person, zoom, 
and Lookit methodologies. Frontiers in Psychology, 12, 731404. 
https://doi.org/10.3389/fpsyg.2021.731404   
 
Loi, E. C., Marchman, V. A., Fernald, A., & Feldman, H. M. (2017). Using eye move-
ments to assess language comprehension in toddlers born preterm and full term. 
The Journal of Pediatrics, 180, 124-129. https://doi.org/10.1016/j.jpeds.2016.10.004  
 
Lord, C., Rutter, M., DiLavore, P. C., Risi, S., Gotham, K., & Bishop, S. (2012). Au-
tism Diagnostic Observation Schedule, Second Edition. Torrance, CA: Western Psycho-
logical Services. 
 
Luyster, R., & Lord, C. (2009). Word learning in children with autism spectrum dis-
orders. Developmental Psychology, 45(6), 1774. https://doi.org/10.1037/a0016223  
 
Morini, G., & Blair, M. (2021). Webcams, songs, and vocabulary learning: A compari-
son of in-person and remote data collection as a way of moving forward with child-
language research. Frontiers in Psychology, 12. 
https://doi.org/10.3389/fpsyg.2021.702819   
 
Naigles, L. R., Cheng, M., Rattanasone, N. X., Tek, S., Khetrapal, N., Fein, D., & De-
muth, K. (2016). “You’re telling me!” The prevalence and predictors of pronoun 



 Language Development Research  
 
 
 
 
 

Volume 5, Issue 3 
 

151 

reversals in children with autism spectrum disorders and typical development. Re-
search in Autism Spectrum Disorders, 27, 11-20. 
https://doi.org/10.1016/j.rasd.2016.03.008  
 
Naigles, L. R., Kelty, E., Jaffery, R., & Fein, D. (2011). Abstractness and continuity in 
the syntactic development of young children with autism. Autism Research, 4(6), 422-
437. https://doi.org/10.1002/aur.223  
 
Naigles, L. R., & Tovar, A. T. (2012). Portable intermodal preferential looking (IPL): 
Investigating language comprehension in typically developing toddlers and young 
children with autism. JoVE (Journal of Visualized Experiments), 70, e4331. 
https://doi.org/10.3791/4331  
 
Ozernov-Palchik, O., Olson, H. A., Arechiga, X. M., Kentala, H., Solorio-Fielder, J. L., 
Wang, K. L., ... & Gabrieli, J. D. (2022). Implementing remote developmental re-
search: A case study of a randomized controlled trial language intervention during 
COVID-19. Frontiers in Psychology, 12, 734375. 
https://doi.org/10.3389/fpsyg.2021.734375  
 
Potrzeba, E. R., Fein, D., & Naigles, L. (2015). Investigating the shape bias in typi-
cally developing children and children with autism spectrum disorders. Frontiers in 
Psychology, 6, 446. https://doi.org/10.3389/fpsyg.2015.00446  
 
R Core Team. (2020). R: A language and environment for statistical computing. R Foun-
dation for Statistical Computing, Vienna, Austria. https://www.r-project.org/  
 
Rutter, M., Bailey, A., & Lord, C. (2003). The Social Communication Questionnaire 
(SCQ). Torrance, CA: Western Psychological Services. 
 
Rutter, M., Le Couteur, A., & Lord, C. (2003). Autism Diagnostic Interview-Revised 
(ADI-R). Torrance, CA: Western Psychological Services. 
 
Sanchez, M. J., & Constantino, J. N. (2020). Expediting clinician assessment in the di-
agnosis of autism spectrum disorder. Developmental Medicine & Child Neurology, 
62(7), 806–812. https://doi.org/10.1111/dmcn.14530   
 
Schopler, E., Van Bourgondien, M., Wellman, G., & Love, S. (2010). The Childhood 
Autism Rating Scale 2nd edition (CARS-2). Torrance, CA: Western Psychological Ser-
vices. 
 
Scott, K., & Schulz, L. (2017). Lookit (part 1): A new online platform for developmen-
tal research. Open Mind, 1(1), 4-14. https://doi.org/10.1162/OPMI_a_00002   
 



 Language Development Research  
 
 
 
 
 

Volume 5, Issue 3 
 

152 

Shields, M. M., McGinnis, M. N., & Selmeczy, D. (2021). Remote research methods: 
Considerations for work with children. Frontiers in Psychology, 12, 703706. 
https://doi.org/10.3389/fpsyg.2021.703706  
 
Sparrow, S. S., Cicchetti, D. V., & Saulnier, C. A. (2016). Vineland Adaptive Behavior 
Scales, Third Edition (Vineland-3). San Antonio, TX: Pearson. 
 
Steffan, A., Zimmer, L., Arias-Trejo, N., Bohn, M., Ben, R. D., Flores-Coronado, M. 
A., et al. (2023). Validation of an open source, remote web-based eye-tracking 
method (WebGazer) for research in early childhood. PsyArXiv. 
https://doi.org/10.1111/infa.12564  
 
Swensen, L. D., Kelley, E., Fein, D., & Naigles, L. R. (2007). Processes of language ac-
quisition in children with autism: Evidence from preferential looking. Child Develop-
ment, 78(2), 542–557. https://doi.org/10.1111/j.1467-8624.2007.01022.x   
 
Tenenbaum, E. J., Amso, D., Righi, G., & Sheinkopf, S. J. (2017). Attempting to “in-
crease intake from the input”: Attention and word learning in children with autism. 
Journal of Autism and Developmental Disorders, 47(6), 1791–1805. 
https://doi.org/10.1007/s10803-017-3098-0   
 
Tompkins, D. (2022). What do our participants really see during unmoderated re-
mote studies? International Congress of Infant Studies (ICIS). https://infantstud-
ies.org/what-do-our-participants-really-see-during-unmoderated-remote-studies/  
 
Tovar, A. T., Fein, D., & Naigles, L. R. (2015). Grammatical aspect is a strength in the 
language comprehension of young children with autism spectrum disorder. Journal 
of Speech, Language, and Hearing Research, 58(2), 301-310. 
https://doi.org/10.1044/2014_JSLHR-L-13-0257  
 
Tsuji, S., Amso, D., Cusack, R., Kirkham, N., & Oakes, L. M. (2022). Editorial: Empiri-
cal research at a distance: New Methods for Developmental Science. Frontiers in Psy-
chology, 13, 1-5. https://doi.org/10.3389/fpsyg.2022.938995   
 
US Census Bureau. (2024). Computer and Internet Use in the United States: 2021. United 
States Census Bureau. https://www.census.gov/newsroom/press-releases/2024/com-
puter-internet-use-2021.html  
 
Venker, C. E. (2019). Cross-situational and ostensive word learning in children with 
and without autism spectrum disorder. Cognition, 183, 181–191. 
https://doi.org/10.1016/j.cognition.2018.10.025   
 
Venker, C. E., Eernisse, E. R., Saffran, J. R., & Weismer, S. E. (2013). Individual 



 Language Development Research  
 
 
 
 
 

Volume 5, Issue 3 
 

153 

differences in the real-time comprehension of children with ASD. Autism Research, 
6(5), 417–432. https://doi.org/10.1002/aur.1304   
 
Venker, C. E., & Kover, S. T. (2015). An open conversation on using eye-gaze meth-
ods in studies of neurodevelopmental disorders. Journal of Speech, Language, and 
Hearing Research, 58(6), 1719–1732. https://doi.org/10.1044/2015_jslhr-l-14-0304   
 
Venker, C. E., Mathée, J., Neumann, D., Edwards, J., Saffran, J., & Ellis Weismer, S. 
(2021). Competing perceptual salience in a visual word recognition task differen-
tially affects children with and without autism spectrum disorder. Autism Research, 
14(6), 1147-1162. DOI: https://doi.org/10.1002/aur.2457  
 
Venker, C. E., Pomper, R., Mahr, T., Edwards, J., Saffran, J., & Ellis Weismer, S. 
(2020). Comparing automatic eye tracking and manual gaze coding methods in 
young children with autism spectrum disorder. Autism Research, 13(2), 271–283. 
https://doi.org/10.1002/aur.2225   
 
Wiggins, L. D., Bakeman, R., Adamson, L. B., & Robins, D. L. (2007). The utility of 
the Social Communication Questionnaire in screening for autism in children re-
ferred for early intervention. Focus on Autism and Other Developmental Disabilities, 
22(1), 33-38. https://doi.org/10.1177/10883576070220010401  
 
Yuan, S., Fisher, C., & Snedeker, J. (2012). Counting the nouns: Simple structural 
cues to verb meaning. Child Development, 83(4), 1382-1399. 
https://doi.org/10.1111/j.1467-8624.2012.01783.x  
 

Data, Code and Materials Availability Statement 
 

The data and code reported on here are available in Open Science Framework at: 
https://osf.io/w9vmk/?view_only=dd1288d5ca014a0cbd0d472455c81c77. The methods 
and analyses were not preregistered. 

 
Ethics Statement 

 
Ethics approval was obtained from the Biomedical Research Alliance of New York 
(BRANY). All participants gave informed written consent before taking part in the 
study. 
 

Authorship and Contributorship Statement  
 
Rhiannon Luyster and Sudha Arunachalam conceived of the study. Taylor Boyd, 
Amelia Steele, Thuy Buonocore, and Catherine Sancimino made substantial contri-
butions to data collection, coding, analysis, and interpretation. Rhiannon Luyster 



 Language Development Research  
 
 
 
 
 

Volume 5, Issue 3 
 

154 

and Sudha Arunachalam drafted the manuscript. All authors contributed to and ap-
proved the final version. 

 
Acknowledgements 

 
This work was supported by the National Institutes of Health (NIH R01DC017131) to 
Sudha Arunachalam and Rhiannon Luyster. The content is solely the responsibility of 
the authors and does not necessarily represent the official views of the National Insti-
tutes of Health. We would also like to express our gratitude to María Cobo Nieto and 
Taina Hernandez McShane for their help with data collection and coding. We would 
also like to thank the many children and families who shared their time with us as 
part of this study, including all of the families at the participating Simons Simplex 
Collection (SSC) sites, as well as the principal investigators (A. Beaudet, R. Bernier, J. 
Constantino, E. Cook, E. Fombonne, D. Geschwind, R. Goin-Kochel, E. Hanson, D. 
Grice, A. Klin, D. Ledbetter, C. Lord, C. Martin, D. Martin, R. Maxim, J. Miles, O. 
Ousley, K. Pelphrey, B. Peterson, J. Piggot, C. Saulnier, M. State, W. Stone, J. Sutcliffe, 
C. Walsh, Z. Warren, E. Wijsman). We appreciate obtaining access to phenotypic data 
on SFARI Base. Approved researchers can obtain the SSC population dataset by ap-
plying at https://base.sfari.org. We are also grateful to our Autistic Advisory Board for 
their insights into the autistic experience. 
  

License 
 
Language Development Research (ISSN 2771-7976) is published by TalkBank and the Car-
negie Mellon University Library Publishing Service. Copyright © 2025 The Author(s). 
This work is distributed under the terms of the Creative Commons Attribution-Non-
commercial 4.0 International license (https://creativecommons.org/licenses/by-
nc/4.0/), which permits any use, reproduction and distribution of the work for non-
commercial purposes without further permission provided the original work is at-
tributed as specified under the terms available via the above link to the Creative Com-
mons website. 
 
 



 Language Development Research  
 
 
 
 
 

Volume 5, Issue 3 
 

155 

Effects of reduced exposure to societal language on vocabulary 
and morphological knowledge of bilingual children 

  
Anat Prior 
Gal Pedael 

Edmond J. Safra Brain Research Center for the Study of Learning Disabilities 
Faculty of Education, University of Haifa, Israel 

 
Abstract: Children’s vocabulary and morphological knowledge both arise from exposure to their sur-
rounding language, albeit through different learning mechanisms. Vocabulary is driven mostly by ex-
posure to specific words, namely token exposure, whereas knowledge of morphological regularities 
also arises from cumulative exposure to language patterns, namely type exposure. Here we examine 
the impact of the reduced exposure of bilingual children to the societal language, Hebrew, on their 
vocabulary and morphological knowledge. The study included 148 preschool children (half bilingual) 
who performed a productive vocabulary task, two inflection and two derivation tasks. One of the in-
flectional tasks used pseudo-words in order to examine abstract morphological knowledge while neu-
tralizing lexical knowledge. Overall, bilingual children showed lower performance than monolingual 
peers across both vocabulary and morphological tasks. Importantly, error analyses, tapping into par-
ticipants’ ability to utilize morphological knowledge in the absence of lexical representations, revealed 
equivalent performance of bilingual and monolingual children in inflection, and small differences in 
derivation. Methodologically, these results highlight the importance of de-coupling lexical and mor-
phological knowledge, especially when studying bilingual individuals. Theoretically, the current find-
ings suggest that the acquisition of morphological regularities, driven mostly by type exposure, is more 
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exposure associated with bilingualism. 
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Introduction 
 
Bilingual children grow up being exposed to two languages. In the case of minority or 
heritage language speakers, the home environment usually supports the minority 
language, whereas children engage with the majority, or societal, language outside 
the home, and often in the school environment (Armon-Lotem et al., 2019; Paradis, 
2023). Because bilingual children divide their time between the two languages, their 
exposure to the societal language is reduced in comparison to monolingual peers, 
who are exposed exclusively to the majority language across different social contexts. 
Exposure is a driving force of language acquisition in children, and thus bilingual 
children acquire the societal language at a slower rate than monolingual peers (Pear-
son et al., 1994; Uccelli & Páez, 2007). Such findings have been demonstrated for vo-
cabulary (In English: Bialystok et al., 2010; Hoff, 2021; in Hebrew: Prior et al., 2014), 
morphology (In English: Kieffer & Box, 2013; Nicoladis et al., 2007, for a meta-analysis 
see Bratlie et al., 2022) and syntax (In Greek: Andreou & Tsimpli, 2020; in English: 
Chondrogianni & Marinis, 2011).  
 
However, reduced exposure to the societal language might not impact all domains of 
linguistic knowledge in the same manner. Specifically, lexical knowledge, which re-
quires repeated encounters with each individual word (token), might be more 
strongly affected than morphological knowledge, which requires accumulating a crit-
ical mass of encounters with linguistic regularities across different items (type expo-
sure; Bybee, 2007). Because specific words appear less frequently in the language 
than do morphological structures that are shared by many words, the impact of re-
duced exposure is likely to be greater on the former than the latter. Further, the ac-
quisition of such linguistic regularities is likely influenced by the morphological 
structure of the societal language, and the frequency and consistency of each mor-
phological regularity.  
 
The current study investigates the inflectional and derivational morphological 
knowledge in the societal language of bilingual Hebrew speaking 5-6 year-old chil-
dren, in comparison with their monolingual peers. A careful understanding of the 
consequences of reduced exposure for vocabulary and morphology can inform theo-
ries of the interplay between item specific knowledge and knowledge of regularities 
(e.g., Ramirez et al., 2014; Sparks & Deacon, 2015). In addition, in light of the central 
role of morphological knowledge in literacy acquisition in Hebrew (Share & Bar On, 
2019), identifying gaps in the morphological knowledge of young bilingual children is 
critical for developing effective instruction to optimally prepare them for school en-
try.  
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Usage-Based Models of Language Acquisition 
 
Children learn language through daily exposure and social interactions, according to 
usage-based models (Beckner et al., 2009; Lieven et al., 2003; Tomasello, 2001). 
Through such exposure to language, children learn both specific linguistic units 
(words) and linguistic regularities (morpho-syntax; Ellis et al., 2015). Importantly, 
though both facets of knowledge are driven by the input that children are exposed to, 
different aspects of their exposure contribute to each of them (Bybee, 2007; Fejzo, 
2021). Thus, word knowledge is acquired most directly through token frequency, 
namely the number of exposures or encounters with a specific lexical item. Morpho-
logical knowledge, on the other hand, is linked to type frequency, namely the number 
of encounters with different words sharing a linguistic pattern (Ravid, 2019b; see also 
Michaly & Prior, 2025; Shahar-Yames et al., 2018). In both cases, researchers posit 
that there is a critical mass, or threshold, of exposure that is necessary before the 
linguistic form is successfully acquired by the learner (e.g. Fejzo, 2021; Marchman & 
Bates, 1994). However, critical exposure to morphological regularities, at least those 
encountered relatively often in the language, is likely to accrue more quickly than the 
critical necessary exposure to individual tokens.  
 
Token and type frequency are of course not independent of each other. With greater 
linguistic input, the learner can generalize more morphological patterns by linking 
them to specific items in their lexicon (Shahar-Yames et al., 2018). Abstract categories 
are gradually learned from the items children have been exposed to, based on fre-
quency in the input (Ashkenazi et al., 2020; Bybee, 2007). Nonetheless, as stated 
above, reduced linguistic input, as is the case for many bilingual children, may differ-
entially affect lexical and morphological knowledge. Here, we investigate this ques-
tion in the context of Hebrew, a language with an exceptionally rich morphology.  
 
Hebrew Morphology  
 
Derivational Morphology 
 
Hebrew is characterized by a productive and complex morphology. Most Hebrew 
words have a morphological root, which consists of three consonants and carries the 
main semantic meaning (Bolozky, 2007; Schwarzwald, 2002). Root morphemes are 
embedded in nominal or verbal pattern morphemes, which provide the lexical cate-
gory of the word. The Hebrew lexicon is based mainly on the non-linear combinations 
of consonantal root and affixal patterns (Ravid, Ashkenazi et al., 2016). The system 
includes seven verb patterns and approximately 100 noun patterns. Adjectives are 
formed using specific nominal or verbal patterns. For example, the root g-d-l com-
bines with verbal patterns: CaCaC to form the verb gadal 'grew up' and hiCCiC to form 
the verb higdil 'enlarge'. The same root also combines with nominal pattern: CCiCa to 
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form the noun gdila 'growth' and CiCuC to form the noun gidul 'growth/tumor'. Fi-
nally, the same root also combines with the nominal/adjectival pattern CaCoC to form 
the adjective gadol 'large' (Bolozky, 2007; Schwazwald, 2002). This process creates a 
family of distinct words, all derived from the same root (Ashkenazi et al., 2016; Ravid, 
Ashkenazi et al., 2016). Importantly, not all roots combine exhaustively with all pat-
terns. For example, a combination of the root g-d-l with the passive verb pattern niC-
CaC, which would create the form nigdal, is not a word in the Hebrew lexicon.  
 
Acquisition of the Hebrew derivational verb system starts as early as age two (Ber-
man, 1985, 2016; Ravid, 2019a). Between ages 3-5 years, children occasionally com-
bine a consonantal root into an inappropriate pattern, showing growing awareness of 
the verbal morphological system, but incomplete knowledge of all lexical forms (Ber-
man, 2003). For example, children may combine the root p-r-k with the niCCaC pat-
tern and say nifrak instead of hitparek 'fall to pieces' in hitCaCeC pattern. Between the 
ages of 5-6 years, children acquire the full verbal pattern system (Ben-Zvi & Levie, 
2016; Berman, 1985). Adjective acquisition has a more protracted developmental tra-
jectory (Ravid, Bar-On et al., 2016). Awareness of roots increases with development, 
and schooling plays an important role in this process. In contrast, pattern awareness 
emerges later, towards adolescence, and plays a major role in Hebrew word reading 
and spelling (Ben-Zvi & Levie, 2016; Share & Bar-On, 2018; Ravid, 2011).  
 
In the current study, we probe children’s derivational knowledge of two structures: 
Deriving a verb from a noun, and deriving an adjective from a verb. In the verb deri-
vation task, children were presented with a sentence frame including a noun, and had 
to then identify the root morpheme and use it to derive the appropriate verb, using 
one of the 3 active patterns. As described above, roots do not combine exhaustively 
with patterns, such that for each item there was a single correct response. In the ad-
jective derivation task, children were presented with a sentence frame including a 
verb, and had to then identify the root morpheme and use it to derive the appropriate 
resultative adjective, using one of 3 passive verbal patterns (which also denote resulta-
tive adjectives), each corresponding to an active verbal pattern. Here as well, roots do 
not combine exhaustively with patterns, so each item only had one correct response.  
 
Inflectional Morphology 
 
Inflectional morphemes indicate different grammatical properties of words such as 
tense, person, gender and number. The inflectional morphology of Hebrew is mostly 
transparent and systematic, across the nominal, verbal and adjectival systems (Bo-
lozky, 2007; Schwarzwald, 2002), but there are still some exceptions. For example, in 
the nominal system pluralization suffixes differ by the grammatical gender of the 
word – “im” for masculine, and “ot” for feminine. However, there are also exceptions 
to the rule. For example, the Hebrew singular noun kir 'wall' is a masculine noun but 
it takes the plural feminine suffix ot: kirot 'walls' (Armon-Lotem & Reznick, 2022). 
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Modern Hebrew contains over 200 masculine nouns that take the ot suffix and about 
50 feminine nouns that take the im suffix, compared with tens of thousands of nouns 
with gender-linked plurals (Schwartz et al., 2009). Another reason for pluralization 
irregularity are morpho-phonological alterations of the stem. Thus, for example, the 
plural form of simla 'dress', a feminine noun, is not simlot but rather smalot 'dresses' 
(which includes a stem change). Children who are unfamiliar with the specific item 
tend to produce regularization errors when inflecting such words (Schwartz et al., 
2009). Verb inflection in Hebrew includes suffixes marking gender and number (iden-
tical with those applied in the nominal system), and systematic pattern changes mark-
ing person and tense. Here too exceptions arise from morpho-phonological altera-
tions.  
 
Children generally acquire regular structures before irregular structures. In addition, 
in Hebrew the masculine form is acquired before the feminine form (Armon-Lotem 
& Reznick, 2022). Irregular forms are subject to frequency effects, as their memoriza-
tion depends on opportunities for learning (Schwartz et al., 2009). The acquisition of 
inflectional morphology is dependent on development of the content-word and func-
tion-word lexicon, and on children’s developing understanding of syntactic-semantic 
relations. Hebrew speaking children start marking inflections toward the end of the 
second year of life (Berman, 1985; 2016).  
 
In the current study, we examine two inflection processes in Hebrew – noun plurali-
zation and verb inflection (for person, number and tense). The noun pluralization 
task focused mainly on irregular inflections, namely words including a gender atypi-
cal suffix, a stem change, or both, because by the age of 6 Hebrew speaking children 
have mastered the regular pluralization of nouns. The verb inflection task required 
children to change the verb’s person, gender or tense in order to fit a syntactic frame. 
Because the task utilized a pseudo-root in Hebrew (š-l-z), all inflection processes were 
fully regular.  
 
Effects of Reduced Exposure on Vocabulary and Morphological Knowledge  
 
Bilingual children, because of dividing their exposure across two languages, usually 
have smaller vocabularies in each of their language relative to monolingual peers (Bi-
alystok et al., 2010; Hoff, 2021). This pattern has also been documented for bilingual 
Hebrew speaking children (Altman et al., 2017; Armon-Lotem et al., 2011; Katzir et 
al., 2019; Michaly & Prior, 2025; Schwartz, 2014; Schwartz & Katzir, 2012; Shahar-
Yames et al., 2018) and adolescents (Prior et al., 2014). A recent meta-analysis reports 
that bilingual children speaking various societal languages have lower morphological 
knowledge, of both inflection and derivation, than monolingual peers (Bratlie et al., 
2022). However, research regarding the morphological development of bilingual He-
brew speaking children is more limited.  
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Monolingual Hebrew speaking children learn to use morphological structures and to 
make generalizations that aid in learning new words from around 2 years of age (Ben-
Zvi & Levie, 2016; Berman, 2016). Morphological learning of both inflection and deri-
vation is interwoven with lexical growth (Ravid, 2019a). A study conducted among He-
brew-speaking toddlers around the age of two found that lexical learning in Hebrew 
is morphologically oriented, such that children’s learning of verb inflection and der-
ivation is coupled with the development of the verb lexicon (Ashkenazi et al., 2020). 
Bidirectional links between vocabulary and morphological knowledge have also been 
documented for bilingual Hebrew speaking elementary-school aged children 
(Michaly & Prior, 2025; Shahar-Yames et al., 2018).  
 
Inflectional morphology is a highly regular and frequent system that children acquire 
early (Kuo & Anderson, 2006). Nevertheless, in inflectional morphology tasks in Eng-
lish, bilingual children with diverse language backgrounds demonstrate lower per-
formance than monolingual children (e.g. Rattansone & Demuth, 2023). However, in 
Hebrew, several studies show that Russian-Hebrew bilingual children (age 3 to 8) 
demonstrate a rapid acquisition of regular plural inflections (Reznick & Armon-
Lotem, 2022; Schwartz et al., 2009; 2014).  
 
These findings suggest that bilingual children reach the 'critical mass' of exposure to 
the type frequency of pluralization in Hebrew. In contrast, monolingual children are 
more accurate than bilingual children in applying irregular pluralization suffixes 
(Reznick & Armon-Lotem, 2022; Schwartz et al., 2009; 2014), which require token ex-
posure to the specific lexical unit. In irregular cases, children cannot rely on 
knowledge built through frequency of type exposure to the regular pattern, because 
it does not apply. Thus, bilingual children who have less exposure to the societal lan-
guage, find the production of irregular forms especially challenging.  
 
Research on the derivational knowledge of bilingual Hebrew speaking children is 
more limited. Altman and colleagues (2017) report that Russian-Hebrew bilingual 5-6 
year olds made fewer derivationally driven errors than monolingual peers in a lan-
guage production task, thus demonstrating weaker derivational knowledge in He-
brew. Michaly and Prior (2025) investigated Hebrew speaking monolingual children 
and Russian-Hebrew bilingual children in 2nd and 4th grade and found that the two 
groups demonstrated equal derivational knowledge in comprehension tasks, but here 
as well bilingual children had weaker derivational knowledge in language production 
tasks. Finally, a study comparing monolingual and bilingual Hebrew speaking 5th 
graders (Shahar-Yames et al., 2018) found that bilinguals had lower performance 
compared to monolinguals on morphological derivation tasks including real words, 
which require lexical knowledge. However, bilinguals and monolinguals performed 
equally well in tasks with pseudo-words, which require abstract morphological 
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knowledge that does not depend on lexical knowledge. Importantly, in all these stud-
ies bilingual children consistently had smaller Hebrew vocabularies than monolin-
gual children.  
 
The Current Study  
 
Here we investigate the Hebrew lexical and morphological knowledge of bilingual 
preschool children, who have reduced exposure to the Hebrew language, compared 
to Hebrew monolingual peers. A main question of interest is to better understand the 
impact of reduced exposure to the societal language on acquiring linguistic 
knowledge driven by token frequency vs. that driven by type frequency. We address 
this issue in four complementary ways. First, we compare the accuracy of monolin-
gual and bilingual children in vocabulary, inflectional morphology and derivational 
morphology. Second, we report correlations between vocabulary knowledge (driven 
by token exposure) and morphological knowledge (driven by both token and type ex-
posure). Third, we compare the performance of monolingual and bilingual children 
on inflection of real irregular words (driven mostly by token exposure) vs. non-words 
(driven exclusively by type exposure). Finally, we report detailed error analyses, doc-
umenting to what degree monolingual and bilingual children recruit inflectional and 
derivational morphological knowledge (driven by type exposure) even when they are 
unfamiliar with a specific lexical item (driven by token exposure).  
 
We predict that bilingual children will have lower vocabulary scores than monolin-
gual children, as has been reported in many previous studies (e.g., Hoff, 2021; 
Michaly & Prior, 2025). We also predict that bilingual children will be less accurate 
than monolingual children in tasks including real words (one inflectional task, and 
two derivational tasks). Finally, we hypothesize that group differences will be reduced 
or eliminated in a non-word inflection task and in the error analyses. This is because 
bilingual children’s performance on real words can be negatively impacted both by 
their smaller vocabulary knowledge (token) and by their smaller morphological 
knowledge (type), but performance on non-words only depends on morphological 
knowledge, which we argue should show smaller group differences. These last two 
predictions are based on previous findings in Hebrew (Shahar-Yames et al., 2018) and 
in other languages (Bratlie et al., 2022).  
 

Method 
 
The study described in this work is part of the Safra Longitudinal Study, funded by the 
Edmond J. Safra Brain Research Center for the Study of Learning Disabilities. As part 
of the longitudinal study, each child was tested individually on a large battery of lin-
guistic, numeric and cognitive tasks. In the current manuscript we only analyze the 
tasks assessing lexical and morphological knowledge. 
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Participants 
 
The longitudinal study received Ethics approval by the Chief Scientist of the Israeli 
Ministry of Education and by the IRB at the University of Haifa. Letters describing the 
study were distributed to parents in 122 kindergarten classes in the north of Israel. 
Data were then collected from children whose parents gave informed consent for 
their participation in the study, and who willingly cooperated with the research assis-
tants. The longitudinal sample included 1,157 Hebrew-speaking children.  
 
The initial sample for the current study included all children identified as bilingual 
among the participants of the longitudinal study (n=148), and a matched number of 
monolingual children. Bilingual children were identified based on parent reports that 
a language different than Hebrew was used in the home. Monolingual children were 
selected such that for each bilingual child, a monolingual child of the same gender 
was selected from the same kindergarten class. If such a match was not available, a 
chid of the opposite gender was selected. The rationale of this procedure was to create 
two groups that are closely matched on their language exposure in the educational 
setting (the same kindergarten teachers) and on socio-economic status (residing in 
the same neighbourhoods, and as validated by measures of parental education, see 
below). At the time of testing, all children attended kindergarten schools where the 
language of instruction was Hebrew. 
 
More detailed language background questionnaires (see below) were distributed to 
the parents of all bilingual children at the end of kindergarten, so that we could report 
detailed sample characteristics (as recommend e.g. by DeBruin, 2019; Prior & van 
Hell, 2021). However, only ~50% of the parents (n=74; 40 males) completed these. We 
therefore decided to reduce the sample only to those children for whom we had de-
tailed information about their language environment and retained a matched number 
of monolingual children (n=74; 32 males) according to the same procedure described 
above. All the results and analyses reported in this paper are based only on this re-
duced sample, with 74 children per group. Based on a G*Power calculation, this re-
duced sample size still allows us to detect a medium effect size (0.6, which has fre-
quently been reported in previous research) with a power of .97. However, we also 
analyzed the full sample, with 148 children per group, and found the same pattern of 
results, with a few slight differences. The performance of the wider sample is pre-
sented in Appendix B.  
 
Most of the bilingual children in the sample spoke Russian as a home language (n=50). 
Other home languages include Amharic (n=8), English (n=6), Arabic (n=2), and one 
speaker each of Hungarian, Italian, French, Georgian, German, Japanese and Portu-
guese. Participant characteristics are presented in Table 1. The groups were well 
matched on important background variables, including age, average family income, 
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parental education, parental reports of children’s attentional profile, and home liter-
acy indices.  
 

Table 1: Participant characteristics  
 

  

 Monolinguals Bilinguals 
 N M (SD) N M (SD) 
Age (years) 59 6.13 (0.50) 66 6.27 (0.51) 
Paternal education (scale 1-6) 52 3.35 (1.24) 60 3.77 (1.14) 
Maternal education (scale 1-6) 60 3.67 (1.03) 66 3.71 (1.17) 
Number of Siblings 69 2.67 (0.97) 74 2.43 (0.92) 
Average family income (scale 1-5) 70 3.31 (0.65) 72 3.17 (0.76) 
Attention average (scale 1-2) 73 1.77 (0.24) 74 1.79 (0.20) 
Number of adult books at home (scale 1-5) 71 2. 67 (1.50) 73 3.22 (2.59) 
Number of children's books at home (scale 1-5) 70 3.47 (1.08) 75 3.38 (0.91) 
Frequency of reading stories at home (scale 1-5) 73 3.73 (1.01) 75 3.95 (0.89) 
For all variables, group comparisons p >.1. See Appendix A for information on scales. 
Note that not all background information was available for all children. 

 
Measures  
 
Parent Questionnaires 
 
Demographic questionnaire: included questions about family education, income and 
home environment (see information in Table 1, and Appendix A).  
 
Language background questionnaire: A questionnaire completed by parents of bilin-
gual children. It includes questions about children’s exposure to their two languages, 
children’s and parents’ language proficiency, and patterns of family communication 
(see Table 2).  
 
Non-Verbal Working Memory – Corsi Blocks 
 
Working memory was assessed using a non-verbal task in which participants had to 
remember a sequence of spatial locations in two different conditions. In the forward 
condition, children were asked to reproduce a sequence of locations in the same or-
der that it was presented to them, and in the backward condition they were asked to 
reproduce the sequence in the opposite order. Each condition included 6 blocks, and 
the length of the sequence increased by one for each consecutive block. Each block 
(sequence length) included 2 items, for a total of 12 items. The reliability (Cronbach’s 
alpha) of the task in the longitudinal sample was .81, and in the current sample was 
.77.  
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Table 2: Language characteristics of bilingual families (N=74) 
 
 M (SD) 
Mother Hebrew proficiency 3.90 (1.4) 
Mother other-language proficiency 3.79 (1.7) 
Father Hebrew proficiency 4.06 (1.3) 
Father other-language proficiency 3.79 (1.7) 
Child Hebrew proficiency 3.99 (0.8) 
Child other-language proficiency 3.18 (1.5) 
Child percent of exposure to Hebrew 52% (20) 
Child age of exposure to Hebrew (years) 2.70 (2.1) 
Parental language proficiency is based on self-rating across talking, reading and 
writing in each language, on a scale of 0 (non-existent) – 5 (excellent). Child lan-
guage proficiency is based on parental ratings averaged across talking and under-
standing, on a scale of 0-5, as above.  

 
Language Tasks  
 
The current data were collected as part of a large-scale longitudinal study, assessing 
a wide range of child abilities (including early literacy, early numeracy, memory and 
executive functions). Thus, of necessity, the language tasks administered had to be 
short, in order to fit within this wide battery. Full testing materials are available on 
https://osf.io/q8hfn/?view_only=eddfd5d9e7d34417a64e939a2695218b 
 
Hebrew vocabulary knowledge was assessed using a picture naming test, consisting of 
14 items, all depicting nouns (Goralnik, 1995). Children were presented with one pic-
ture at a time, and requested to state its name in Hebrew. Accuracy was coded online. 
The reliability (Cronbach’s alpha) of the task in the longitudinal sample was .84, and 
in the current sample was .79. Because bilingual children spoke eleven different 
home languages, it was unfeasible to test their vocabulary knowledge in their home 
language as well.  
 

Morphological tasks. Morphological knowledge was assessed using four 
tasks: two measuring inflectional morphology and two measuring derivational mor-
phology. Before each task, children completed two example items, on which they re-
ceived feedback. Then, the test items were read to the children without further expla-
nation and feedback. For all morphological tasks, the experimenter documented the 
child’s response in writing and also coded it online as being correct or incorrect. We 
first analyzed children’s overall accuracy in each of the tasks, transformed to percent 
correct due to the differences in number of items across tasks. Second, for the non-
word inflection task and both derivation tasks, we coded offline the types of morpho-
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logical information retained in children’s answers, when they did not give the ex-
pected (correct) response. This partial information coding scheme is described be-
low, for each task. 
 
Inflectional Morphology 
 

Noun Pluralization (Cohen-Mimran et al., 2018b; adapted from Lavie, 2006, and 
Yegev, 2001). The task includes 15 items. The examiner presents a picture of a single 
object and says its Hebrew name. The examiner then points to the image of several 
objects of the same kind and asks the child to say the plural Hebrew name. The items 
are shown to participants in succession, followed by a spoken sentence. For example, 
"This is a kadur (ball). There are many __________ (kadurim, 'balls')". Of the 15 items, 
1 takes a regular inflection, 8 take an irregular inflection, and 12 involve a stem 
change. This task was coded for overall accuracy, with 1 point given for each correct 
response. The reliability (Cronbach’s alpha) of the task in the longitudinal sample was 
.77, and in the current sample was .79. 
 

Non-Word Verb Inflection (Shalev-Laifer et al., 2013). This task consists of 10 
items. The examiner reads a sentence including a verb created by combining the 
pseudo-root š-l-z with an existing verbal-pattern, inflected for tense, number and per-
son. The children were requested to use the same root to complete a second sentence 
by using the correct inflection to create a pseudo-word that fits the morpho-syntactic 
context. All pseudo-words were based on the same pseudo-root (š-l-z) and the missing 
word included a change in tense or in person.  For example, "Yesterday he šalaz, and 
yesterday she __________ (šalza)" – person change from masculine to feminine; or 
"Now you šolez, and tomorrow you __________ (tišloz)" – tense change, from present 
to future.  

 
The task was scored twice: The first score is the absolute accuracy, namely 1 point for 
each correct answer. This score was used in the accuracy analyses and the cross-task 
comparisons. The reliability (Cronbach’s alpha) for the accuracy coding in the longi-
tudinal sample was .71, and in the current sample was .67. 
 
The second score gave credit for partial morphological knowledge reflected in re-
sponses, and was used in the error analyses conducted for each task separately. The 
partial knowledge score relied on a detailed analysis, with one point given for each of 
the following: use of the same root as the stimulus sentence (root), use of the same 
verb pattern as the stimulus sentence (pattern), inflection in the required person (per-
son), inflection in the required tense (tense; see Appendix C for examples). Thus, the 
partial score could range from 0-4 points.   
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Derivational Morphology 
 

Verb Derivation (Cohen-Mimran et al., 2018c, adapted from Novogrodsky & 
Kreiser, 2015). This task consists of 8 items. The children were instructed to complete 
a sentence with a suitable verb, derived from a presented Hebrew noun. The verbs 
required using one of the three active patterns in Hebrew – CaCaC, CiCeC, or hiCCiC 
(two items also allowed for using the reciprocal pattern, hitCaCeC). For example, 
"What do we do with the tseva (color)? With the tseva __________ (tsov'im ‘we color’)".  
  
The task was scored twice: The first score is the absolute accuracy, namely 1 point for 
each correct answer. This score was used in the accuracy analyses and the cross-task 
comparisons. The reliability (Cronbach’s alpha) for the accuracy coding in the longi-
tudinal sample was .74, and in the current sample was .76. 
 
The second score gave credit for partial morphological knowledge reflected in re-
sponses, and was used in the error analyses conducted for each task separately. The 
partial knowledge score relied on a detailed analysis, with one point given for use of 
the same root as the stimulus sentence (root), and for use of one of the three possible 
verb patterns (pattern; see Appendix C for examples), thus it could range from 0-2.  
 

Adjective Derivation (Cohen-Mimran et al., 2018a, adapted from Yegev, 2001). 
The task consists of 10 items. The examiner said a sentence describing a picture and 
the children were instructed to complete a sentence, by using the verb from the first 
sentence to create a suitable adjective, describing the result of the action (see Table 
3). For example, "sidru ([they] organized) the books. Now the books are __________ 
(mesudarim, 'organized')". 
 

Table 3: Hebrew resultative adjectives, mapping active verb patterns to the passive  
adjectival form 
 
 
 
 

 
Adjectival pattern Active pattern 
CaCuC – katuv (written) CaCaC  – katav ([he] wrote) 
meCuCaC – mesudar (arranged) CiCeC – sider ([he] arranged) 
muCCaC – mustar (hidden) hiCCiC – histir ([he] hid) 

 
The task was scored twice: The first score is the absolute accuracy, namely 1 point for 
each correct answer. The reliability (Cronbach’s alpha) for the accuracy coding in the 
longitudinal sample was .74, and in the current sample was .75. The second score gave 
credit for partial morphological knowledge reflected in responses. The partial 
knowledge score awarded one point for use of the same root as the stimulus sentence 
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(root) and one point for use of one of the possible resultative adjective patterns (pat-
tern; see Appendix C for examples).  
 
Procedure 
 
Children were tested by trained research assistants in a quiet room in their school. 
The entire battery of the longitudinal study was administered over 3 individual ses-
sions with each child (1-3 days apart), each lasting approximately 30 minutes. Of the 
measures reported here, the working memory (forward and backward), real word in-
flection and non-word inflection tasks were administered in the first session; Vocab-
ulary and verb derivation tasks were administered in the second session and the ad-
jective derivation task was administered in the third session. In each session, the tasks 
were administered in the order listed here, with additional tasks (not analyzed here) 
interleaved between them.  
 
Parental demographic questionnaires (hard copy) were distributed to parents who 
gave consent to their children’s participation in the study, in parallel with the children 
completing the in-school testing sessions. The language background questionnaires 
were distributed electronically to the parents of bilingual children, identified on the 
basis of information provided by parents in the demographic questionnaire. These 
were completed by the parents during the summer after children graduated from kin-
dergarten, or during the first few months of their enrolment in first grade. 
 
Analysis Approach 
 
The performance of monolingual and bilingual children was compared using 
MANOVA, one-way and repeated measures Analyses of variance using SPSS. All de-
pendent variables were normally distributed (Skewness values ranged from –1.05 to 
0.14; Kurtosis values ranged from –0.97 to 0.37).   
 

Results 
 
All experimental data is available at 
https://osf.io/q8hfn/?view_only=eddfd5d9e7d34417a64e939a2695218b 
 
As a first step we compared the performance accuracy of monolingual and bilingual 
children across the different tasks, using a MANOVA. Monolingual children were 
more accurate than bilingual children in all language tasks (vocabulary and morphol-
ogy), but the groups had equal performance in the non-linguistic tasks (Table 4). 
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Table 4:  Mean percent correct (SD) for experimental tasks, by language group 
 
 
 

 Monolingual 
(N=74) 

Bilingual 
(N=74) 

Comparison 

Working 
memory 

Forward 42.2 (13.8) 42.1 (15.4) F(1, 148) = .002,  
p = .965, ηp

2 = .00 
Backward 29.9 (20.2) 31.1 (19.3) F(1, 148) = .136,  

p =. 713, ηp
2 =.001 

Vocabulary  74.8 (20.4) 58.5 (23.3)  F(1, 148) = 20.5, 
p <.001, ηp

2 = .123 
Morphological 
Inflection 

Real words, noun 
pluralization 

72.7 (19.2) 57.0 (22.4) F(1, 148) = 21.1, 
p <.001, ηp

2 = .125 
Non word, verb  
inflection 

51.5 (23.6) 43.9 (22.6) F (1, 148) = 3.98, 
p =.048, ηp

2 = .026 
Morphological 
Derivation 

Verb  59.2 (26.5) 34.8 (25.3) F(1, 148) = 32.9, 
p <.001, ηp

2 = .183 
Adjective 50.1 (24.5) 42.1 (25.9) F(1, 148) = 15.8, 

p <.001, ηp
2 = .097 

 
Before analyzing performance in each morphological task independently we also 
wished to know to what extent the morphological tasks are correlated with each other, 
namely, do they tap into a single construct. Thus, in each group of speakers, we ex-
amined the correlations between performance in the four morphological tasks and in 
the vocabulary task by running Pearson correlation analyses. In both language 
groups, the three morphological tasks that included real words (Noun plural inflec-
tion, Verb Derivation, Adjective Derivation), were moderately and significantly posi-
tively correlated with each other, and with the vocabulary task. Across all three mor-
phological tasks, children were required to recruit specific lexical knowledge with 
varying morphological knowledge. The final morphological task, pseudo-word verb 
inflection, which required only pure morphological knowledge and does not require 
lexical knowledge, was less strongly (though still significantly) correlated with the vo-
cabulary measure and the three remaining morphological tasks. This pattern was es-
pecially evident among the bilingual children (Table 5). 
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Table 5: Correlations between morphological tasks by group, Monolinguals (n=74)  
below the diagonal and bilinguals (n=74) above the diagonal 
 
 1 2 3 4 5 
1. Vocabulary  .652** .358* .692** .637** 
2. Noun Plural inflection  .609**  .304* .680** .616** 
3. Pseudo-Word verb inflection .419** .526**  .325* .348* 
4. Verb derivation  .682** .597** .400**  .722** 
5. Adjective derivation .647** .473** .302* .623**  
*p < .01, **p < .001 

 
Comparing Performance Across Real Word and Non-Word Inflection 
 
In order to examine the extent of the difference between the language groups in in-
flecting real words and non-words, we used a two-way repeated measures ANOVA, 
with group (Monolingual, Bilingual) as a between participant factor, and word type 
(Real word, Non-word) as a within participant factor (Figure 1). Monolinguals were 
more accurate than bilinguals across both tasks (F(1,147) = 14.8, MSE = 680.2, p < .001, 
ηp

2 = .091), and accuracy was higher for inflecting real words than non-words (F(1,147) 
= 76.5, MSE = 287.5, p < .001, ηp

2 = .342). Importantly, the interaction between group 
and task type was also significant, (F(1,147) = 4.29, MSE = 287.5, p = .04, ηp

2 = .03), 
because group differences were larger for real words than for non-words, though 
both differences were significant as demonstrated by post-hoc comparisons (p < .001 
for real words and p = .048 for non-words).  
 

 

Figure1 : Accuracy in inflecting real nouns and pseudo-verbs, by group. 
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Comparing Performance Across Verb and Adjective Derivation  
 
To test whether there are differences between the two derivation tasks, we compared 
the absolute performance in the verb and adjective derivation tasks, with a two-way 
repeated measures ANOVA with group (Monolingual, Bilingual) as a between partic-
ipant factor, and derivation type (Verb, Adjective) as a within participant factor (Fig-
ure 2). Monolinguals were more accurate than bilinguals across both tasks (F(1,144) = 
25.2, MSE = 1055, p < .001, ηp

2 = .149), and accuracy was higher for deriving verbs than 
for deriving adjectives (F(1,144) = 8.01, MSE = 214, p = .005, ηp

2 = .053). Importantly, 
the interaction between group and task type was also significant, (F(1,144) = 5.78, MSE 
= 213, p = .018, ηp

2 = .04). Follow up comparisons demonstrated that whereas mono-
lingual children had higher accuracy rates in the verb derivation than in the adjective 
derivation task (t(72) = 3.4, p = .001), the bilingual children showed no significant dif-
ferences between the tasks (t(74) = 0.34, p = .733). 

 

 
Figure 2: Accuracy in deriving verbs and adjectives, by group. 

  
Partial Knowledge Analyses 
 
Pseudo-Word Verb Inflection  
 
Our main question of interest here was which type of morphological knowledge chil-
dren with different language backgrounds rely on when inflecting unfamiliar pseudo-
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knowledge, the partial knowledge score is informative of children’s abstract morpho-
logical knowledge. Because monolingual children were overall more accurate than 
bilingual children (see Table 4), we transformed the partial knowledge score to per-
centages. Thus, for each child we coded for the incorrectly answered items, what per-
cent of responses preserved different types of morphological information. This al-
lowed us to overcome the difference in basic performance and to test which type of 
knowledge was more accessible to children in the two groups (see examples in Ap-
pendix C1). 
 
To this end, percentages of preserved knowledge were analyzed using a two-way re-
peated measures ANOVA, with group as a between-participants factor (Monolingual, 
Bilingual) and knowledge type as a within participant factor (Root, Pattern, Person, 
Tense). The main effect of group was not significant (F < 1), demonstrating the mon-
olingual and bilingual children were equally able to recruit different types of morpho-
logical knowledge. The main effect of knowledge type was significant [F(3,426) = 59.62 
MSE =.065, p < .001, ηp

2 = .296]. Participants showed the highest level of accuracy in 
retaining root information, (M = 74, SD = 3.5), followed by correct person inflection 
(M = 50, SD = 0.02) and correct tense inflection (M = 43, SD = 3.0). Children found it 
most difficult to preserve accurate pattern information (M = 36.5, SD = 0.02; see Figure 
3). The interaction between group and error type was not significant (F < 1). Thus, 
when relying on pure morphological knowledge for inflecting pseudo-verbs, mono-
lingual and bilingual children showed the exact same pattern of performance.  

 

 

Figure 3: Preservation of partial knowledge in pseudo-word verb inflection, by 
group. 
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Verb Derivation 
 
In analyzing this task, we examined children’s ability to derive real verbs from a given 
Hebrew noun. As reported above, monolingual children had higher scores on this 
task than bilingual children, when comparing simple accuracy rates (Table 4). Here, 
our main interest focused on the partial knowledge scores, to better understand what 
morphological knowledge children in both groups were able to access in attempting 
to produce verbs in Hebrew. We transformed the partial knowledge score to percent-
ages, thus for each child we coded what types of morphological knowledge were pre-
served when he or she did not provide the fully correct expected response. This al-
lowed us to examine whether children's responses were due to a lack of awareness of 
the roots, by using a word from another morphological family in an accurate pattern 
(e.g., said xotxim 'cut' in root x-t-x, CaCaC pattern, instead of soxtim 'squeeze' in root 
s-x-t, CaCaC pattern), or due to a lack of specific lexical knowledge by producing an 
incorrect combination of the correct root in a possible verbal pattern (e.g., said masx-
itim in root s-x-t, hiCCiC pattern, instead of soxtim 'squeeze' in root s-x-t, CaCaC pat-
tern. See further examples in Appendix C2). 
 
To this end, the partial knowledge scores were analyzed using a two-way repeated 
measures ANOVA, with group as a between-participants factor (Monolingual, Bilin-
gual) and knowledge type as a within participant factor (Root, Pattern). The main ef-
fect of group was significant (F(1,142) = 11.04, MSE = .073, p = .001, ηp

2 = .72), because 
monolingual children managed to express more correct morphological information 
even when they made errors (M = 45.8) compared to bilingual children (M = 35.2). The 
main effect of knowledge type was also significant (F(1,142) = 404.06, MSE = .056, p < 
.001, ηp

2 = .74). Follow up analyses revealed that participants most easily expressed 
morphological knowledge in choosing an appropriate pattern (M = 68.4, SD = 3.6), but 
found it more difficult to preserve root information (M = 12.6, SD = 2.2; see Figure 4). 
Finally, the interaction between group and knowledge type was not significant 
(F(1,142) = 3.042, MSE = .056, p = .083, ηp

2 = .021). 
 
This pattern of results shows that in most cases the children adopted a lexical strategy, 
that is they produced an existing verb in an appropriate pattern, which fits semanti-
cally, but does not use the required root (e.g., with the noun drum (tof), children re-
sponded with menagnim 'play an instrument' instead of metofefim, 'beat'). In a minority 
of the cases, where children retained the root in their response, they did indeed use a 
morphological strategy, whereby they incorporated a required root in a possible ver-
bal-pattern (e.g., with the noun masxeta 'juicer' they produced the verb masxitim in 
the hiCCiC pattern, which is not a lexical item in Hebrew, instead of soxtim 'squeeze' 
in the CaCaC pattern, which does exist in the Hebrew lexicon) This pattern was com-
mon to both monolingual and bilingual children. 
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Figure 4: Preservation of partial knowledge in verb derivation, by group 
  
Adjective Derivation 
 
In analyzing this task, we examined children's ability to morphologically derive real 
adjectives from given Hebrew verbs. Our main question of interest here was what 
types of morphological knowledge would be accessible to children in both groups 
when producing adjectives in Hebrew. We transformed the partial knowledge score 
to percentages, thus for each child we coded the percentage of errors in which 
knowledge of each type was preserved. This allowed us to examine whether the errors 
were due to a lack of awareness of the roots, as when children used a word from an-
other morphological family (e.g., said mušlam ‘perfect’ in root š-l-m instead of murkav 
‘put together’ in root r-x-v in muCCaC pattern), or due lack of awareness of specific 
lexical knowledge by producing an incorrect combination of the correct root in a pos-
sible verbal pattern, but not the accurate pattern (e.g., used the correct root r-x-v , but 
embedded it CaCuC pattern and said raxuv , which is not a lexical item in Hebrew, 
instead of using the muCCaC pattern to give the correct response of murkav , which is 
an existing word in Hebrew. See further examples in Appendix C3).  
 
The data were analyzed using a two-way repeated measures ANOVA, with group as a 
between-participants factor (Monolingual, Bilingual) and knowledge type as a within 
participant factor (Root, Pattern). The main effect of group was not significant 
(F(1,142) = 2.31, MSE = 0.12, p = .131, ηp

2 = .016). The main effect of knowledge type 
was marginally significant (F(1,142) = 3.55, MSE = 0.061, p = .62, ηp

2 = .024), because 
children were somewhat more likely to choose a possible passive pattern (M =53.6, 
SD = 3.3), than to retain root information (M = 48.4, SD = 3.6). The interaction between 
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group and error type was significant (F(1,142) = 3.96, MSE = 0.061, p = .048, ηp
2 = .027). 

To follow up on this interaction, we conducted independent samples t-tests for each 
knowledge type separately. These revealed that children from both groups were sim-
ilarly likely to preserve the root (t(142) = 0.062, p = .95), but monolingual children were 
more likely than bilingual children to produce a possible passive pattern (t(142) =2.49, 
p =.14; Figure 5). As explained above, such pattern preservation mostly constitutes a 
lexical strategy, in which children select an alternative adjective, which uses a resulta-
tive pattern and is semantically appropriate, but which is not derived from the same 
root.   

 

 
Figure 5: Preservation of partial knowledge in adjective derivation, by group 

 
Discussion 

 
The present study examined monolingual and bilingual preschool children’s 
knowledge of their societal language, Hebrew. As in many previous studies (e.g. Ar-
mon-Lotem et al., 2019; Hoff, 2021; Schwartz & Katzir, 2012) the bilingual children in 
the current sample were exposed to the societal language about 50% of the time, ac-
cording to parental reports. A main goal of the study was to better understand the 
impact of the reduced exposure of bilingual children to the societal language on their 
acquisition of linguistic knowledge driven by token frequency, namely vocabulary, 
vs. that driven by type frequency, namely morphology. Monolinguals were signifi-
cantly more accurate than bilinguals in all morphology tasks and in a vocabulary task, 
highlighting the critical role of reduced exposure on bilingual language development. 
Importantly, however, careful analyses suggest that such reduced exposure has a 
stronger impact on token-based knowledge than on type-based knowledge. In addi-
tion, when controlling for the contribution of lexical knowledge, bilingual children 

  

0 % 

20 % 

40 % 

% 60 

80 % 

100 % 

Pattern Root 

A
cc

ur
ac

y 

Monolingual 

Bilingual 



 Language Development Research  
 
 
 
 
 

Volume 5, Issue 3 
 

175 

were indistinguishable from monolinguals in their knowledge of Hebrew inflectional 
morphology but still showed small gaps in their knowledge of derivational morphol-
ogy.  
 
Children’s language acquisition is driven by their exposure to the language around 
them (Bybee, 2007; Tomasello, 2001). Importantly, this exposure supports children 
both in learning specific words and in reaching generalizations about morpho-syn-
tactic rules. In the current study, bilingual children had smaller Hebrew vocabularies 
than monolingual children, and also had lower performance in inflectional and deri-
vational morphology tasks. These findings align with previous studies describing gaps 
in the vocabulary (in general Hoff, 2021; and in Hebrew, Altman et al., 2017; Shahar-
Yames et al., 2018) and morphological knowledge (in general: Bratlie et al., 2022; in 
Hebrew: Michaly & Prior, 2025; Reznick & Armon-Lotem, 2022) of bilingual children.  
 
The vocabulary and morphology tasks were strongly and positively correlated for 
both monolingual and bilingual children (with the exception of the Pseudo-word in-
flection task, which was only moderately correlated with the other tasks, more on this 
below). This finding again supports the notion that the acquisition of vocabulary and 
morphology are closely intertwined (Fejzo, 2021; Nicoladis et al., 2007; Ravid, 2006), 
and specifically that morphological knowledge is driven by both token and type ex-
posure. Thus, as children’s lexicon expands, they may find it easier to extract mor-
phological regularities and systematic representations of inflections and derivations. 
At the same time, children’s growing morphological knowledge can support vocabu-
lary expansion and scaffold learning new words (Bybee, 2007).  
 
However, in terms of being able to tease apart the contributions of type and token 
exposure to the acquisition of morphological regularities, and specifically to be able 
to examine more closely the impact of reduced exposure on this process, this close 
coupling is a hindrance. We addressed this issue in two ways, by including a task with 
pseudo-words and by looking at error patterns.  
 
Inflection 
 
Examining correlations between the study tasks, a weaker correlation was observed 
between the pseudo-verb inflection task and the rest of the tasks. Thus, pseudo-verb 
inflection was only moderately correlated with vocabulary, for both monolinguals 
and bilinguals. Similarly, pseudo-verb inflection was again only moderately corre-
lated with the remaining morphological tasks (strongly correlated among them-
selves), which all involved morphological manipulation (inflection or derivation) of 
real vocabulary. This indicates that a task with pseudo-words more strongly relies on 
abstract morphological representations, and recruits lexical knowledge to a lesser de-
gree (for similar findings see Shahar-Yames et al., 2018).  
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Bilinguals were less accurate than monolinguals when inflecting pseudo-verbs, but 
the effect was much smaller than in all other morphological tasks (see Table 4 and 
Figure 1), and specifically smaller than the group difference evident in the inflection 
of real nouns. This pattern suggests that as early as age 5, the gaps between bilingual 
and monolingual children in knowledge of inflection regularities in Hebrew, driven 
by type exposure, are smaller than the gaps evidently driven by token exposure and 
lexical knowledge. To wit, the group difference in the real noun inflection task, which 
included mostly words with irregular plural inflections, were much more pro-
nounced. These findings align well with previous studies showing equal performance 
of bilingual and monolingual children on regular inflections, concurrently with group 
differences in irregular inflections for Hebrew (Schwartz et al., 2009, 2014; Reznick & 
Armon-Lotem, 2022), as well as other languages (e.g. English: Paradis et al., 2011; Rat-
tanasone & Demuth, 2023). 
 
This conclusion is further strengthened by analyzing the error patterns in pseudo-
verb inflection, where there was no evidence for group differences. Namely, when 
they failed to correctly inflect the pseudo-verb, monolingual and bilingual children 
exhibited the exact same use of their existing morphological knowledge. Children 
were most likely to retain correct root information, and erred most often in not re-
taining the correct verbal pattern in their response. This pattern aligns with the pri-
macy of the root over the pattern in the acquisition of Hebrew morphology (Ravid, 
Ashkenazi et al., 2016), though note that the facility with retaining the root might be 
to some degree driven by the fact that all items in this task shared the same pseudo-
root. Monolingual and bilingual children were again equally likely to exhibit correct 
person and tense information in their responses.  
 
Thus, before elementary school entry, bilingual Hebrew speaking children seem to 
have mostly reached the type exposure threshold necessary for accurate representa-
tion of the highly regular inflection system of Hebrew (Marchman & Bates, 1994). Of 
note, these same bilingual children have significantly lower vocabulary knowledge 
then their monolingual peers. These results clearly demonstrate the differential im-
pact of reduced exposure to the societal language. In our case, children were exposed 
to Hebrew about 50% of the time on average, over 3.5 years. Whereas this reduction 
has a significant negative impact on knowledge extracted from token exposure, it did 
not similarly influence highly regular and consistent inflectional knowledge ex-
tracted from cumulative type exposure.  
 
The finding that bilingual children master the regular inflection system relatively 
quickly has implication for instruction as well as assessment. In terms of readiness 
for elementary school, it seems that instructional efforts should not focus on inflec-
tional forms, since these are mostly well established in 5-6 year-old children. How-
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ever, bilingual children who demonstrate significant difficulties in correctly inflect-
ing regular forms despite being exposed to Hebrew at least 50% of the time, might be 
at risk for language delay, and should thus undergo more detailed assessment.   
 
Derivation  
 
Monolinguals were more accurate than bilinguals in deriving verbs and adjectives in 
the current study. Both derivation tasks were highly correlated with vocabulary 
knowledge, suggesting that accurate performance relies to some extent on lexical as 
well as morphological knowledge. Indeed, because Hebrew roots do not combine ex-
haustively with the active verb patterns and passive adjective patterns tested here 
(Schwartzwald, 2002), producing a correct response was more likely if children were 
familiar with the target lexical item. Here again we see that smaller exposure to the 
societal language negatively impacts performance that relies on token exposure.  
 
Analyzing the error patterns reveals a more complex picture. Examining error pat-
terns shows us what children are capable of doing when they manifestly do not have 
the specific lexical knowledge required. Thus, we can tap into the abstract morpho-
logical representations that are available to them, gained exclusively through type ex-
posure and generalization. When children from both groups were unfamiliar with the 
correct response in the verb derivation task, they predominantly produced an alter-
native verb that was semantically appropriate. Such responses used one of the possi-
ble verb patterns, but did not use the target root (Figure 4). This finding suggests that 
both monolingual and bilingual children have good representations of the active verb 
patterns, extracted based on type exposure, and aligns with the expected develop-
mental stages of Hebrew speaking children (Ashkenazi et al., 2016; Ravid, 2019a). No-
tably, monolingual children produced such pattern-preserving responses signifi-
cantly more often than did bilingual children.  
 
One interpretation is that bilingual children were less successful in extracting such 
abstract morphological knowledge due to their reduced exposure to the language, and 
specifically reduced type exposure. However, we wish to argue that this observed 
group difference might at least partially be driven by gaps in lexical knowledge as 
well. Specifically, producing a verb derived from a different root can be characterized 
as representing a lexical response strategy, one that relies on retrieving an appropri-
ate word from the lexicon and not necessarily on completing a morphologically 
driven derivation process. Because bilingual children have reduced token exposure 
and smaller Hebrew vocabularies, it is likely that in some cases such an alternative 
was not available to them.  
 
In a minority of the cases (about 15%), children did use the target root to derive a verb 
using one of the possible patterns (though not the expected one), demonstrating mor-
phologically driven processing. Bilingual children tended to do this less often than 
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monolingual children, though the group difference was only marginal. Due to the 
small percent of responses in this category, as well as the weak evidence of group 
difference, we can only cautiously suggest that it might indicate that bilingual chil-
dren indeed have less stable representations of the verbal morphology tested here, as 
a result of reduced type exposure. This aligns with the findings of Altman and col-
leagues (2017) who also reported fewer morphologically motivated errors in bilingual 
than in monolingual children of the same age group tested here, and with those of 
Michaly and Prior (2025) showing smaller derivational knowledge in bilingual 2nd and 
4th graders, relative to monolingual peers.  
 
Error analysis of the adjective derivation task showed some similarities to the verb 
derivation task. When unfamiliar with the target adjective, here as well children from 
both groups predominantly produced a semantically appropriate adjective, derived 
in one of the three possible patterns, but not using the target root. As observed for 
verbs, monolingual children were significantly more likely to do this than bilingual 
children, indicating more stable morphological representations of adjective morphol-
ogy, larger vocabularies, or both. In contrast, root-preserving responses were more 
prevalent in the adjective derivation task (~45%) than in the verb derivation task, and 
importantly were equally likely for monolingual and bilingual children. Children 
might have resorted to morphologically driven processing more often when produc-
ing adjectives than verbs because the adjective lexicon is smaller (Ben Zvi & Levie, 
2016; Ravid, Bar-On et al., 2016) and they might have been less successful in retrieving 
an appropriate lexical alternative. Critically, bilingual and monolingual children 
were equally able to use the target root in an adjectival pattern, suggesting that they 
might not differ in their abstract morphological knowledge.  
 
Taken together, these results clearly support the notion that bilingual children have 
fewer lexical resources at their disposal, due to reduced token exposure. It is less 
clear, however, whether bilingual children also have less-well established morpho-
logical derivational knowledge, namely have not amassed sufficient type exposure to 
meet the necessary threshold (Marchman & Bates, 1994). Results from the verb deri-
vation task weakly suggest that this might be the case, but performance in the adjec-
tive derivation task demonstrates equal performance across groups.  
 
Given the central role of derivational morphology in supporting Hebrew reading 
(Share & Bar-On, 2018) and writing (Ravid, 2011), we suggest that school readiness 
interventions with bilingual children should incorporate morphological components. 
Such activities could act to diminish the gaps in derivational knowledge observed 
here, and also provide scaffolding for expanding bilingual children’s vocabulary 
knowledge, which is smaller than that of monolingual peers. Similarly, in light of the 
reciprocal relations between vocabulary and morphology, activities aimed at expand-
ing bilingual children’s exposure to Hebrew and enriching their vocabulary could also 
arguably benefit children’s ability to extract morphological regularities.  
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Limitations and Future Research 
 
The final sample analyzed here included only half of the language production data 
collected, due to difficulties in receiving adequate background information from the 
bilingual families. In addition, because the current study was part of a large-scale lon-
gitudinal study, per force the assessment tasks were rather short, though they did 
show good reliability. Future research could therefore study specific inflection and 
derivation structures in greater depth, to achieve a more nuanced picture of acquisi-
tion patterns in bilingual children.  
 
The bilingual children studied here spoke a wide variety of home languages. Whereas 
this is definitely a strength of the current study in providing good generalizability of 
the results, it does mean that we were not able to objectively assess children’s profi-
ciency in their home language (we relied exclusively on parental reports) nor to study 
specific patterns of cross-language influence from different languages onto Hebrew 
(see e.g. Meir et al., 2017).  
 

Conclusions 
 
We demonstrate the impact of reduced exposure to the societal language on bilingual 
children’s knowledge of that language, and show how it interacts with token and type 
based learning mechanisms. Token based performance in vocabulary and morpho-
logical tasks was lower in bilinguals than in monolinguals. However, when probing 
children’s ability to utilize morphological knowledge in the absence of lexical repre-
sentations we found equivalent performance of bilingual and monolingual children 
in inflection, and small differences in derivation. These results highlight the im-
portance of research methods that can distinguish between lexical and morphological 
knowledge, especially when studying bilingual individuals (Shahar-Yames et al., 
2018). Acquiring derivational morphology is a more protracted process than acquir-
ing inflectional morphology in Hebrew (Ben Zvi & Levie, 2016; Berman, 2003). There-
fore, whereas bilingual children were able to use their morphological knowledge in 
the inflection system, they had not yet reached the threshold of exposure that would 
allow them to do so in the derivational system, which is less systematic and regular in 
Hebrew. Taken together, the current findings suggest that the acquisition of morpho-
logical regularities, driven mostly by type exposure, is more resilient in the face of 
reduced exposure associated with bilingualism than token-based lexical learning.   
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Appendix A: Scales of the Parental Demographic Questionnaire 
 
Average family income: Average of reports for father and mother. Scale 1-5: 1-no in-
come, 2-below average, 3-around average, 4-above average, 5-far above average.  
 
Parental education, reported separately for mother and father. Scale 1-6: 1- high 
school without matriculation, 2-high school with matriculation, 3-diploma studies, 4-
BA, 5-MA, 6-Ph. D or higher 
 
Number of (adult/children) books at home Scale 1-5: 1 – 0-10, 2 – 11-20, 3 – 21-50, 4 
– 50-100, 5 – over 100) 
 
How often do you read stories to your child? Scale 1-5: 1-never, 2-once a month, 3-
once a week, 4-several times a week, 5-every day 
 
Attention score: Hebrew translation of the criteria from the DSM 5 (APA, 2013). The 
score reported here is the average of 18 statements about attention completed by par-
ents about their children. “Yes” responses were coded as 1, and “no” responses were 
coded as 2. Thus, lower scores indicate more attentional difficulties. 
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Appendix B: Full Sample Data  
 

Table B1: Participant characteristics, Full Sample 
 
 Monolinguals Bilinguals 
 N M (SD) N M (SD) 
Age (years) 120 6.13 (.04) 133 7.01 (0.85) 
Paternal education (scale 1-6) 111 3.50 (1.31) 111 3.68 (1.27) 
Maternal education (scale 1-6) 120 3.76 (1.19) 123 3.60 (1.26) 
Number of Siblings 140 2.76 (0.80) 140 2.41 (0.81) 
Average family income (scale 1-5) 142 3.32 (0.65) 137 3.12 (0.85) 
Attention average  (scale 1-2) 148 1.77 (0.24) 140 1.77 (0.23) 
Number of adult books at home  
(scale 1-5) 143 2.78 (1.51) 127 30.5 (2.19) 

Number of children's books at home  
(scale 1-5) 144 3.49 (1.02) 136 3.36 (1.03) 

Frequency of reading stories at home  
(scale 1-5) 148 3.79 (1.07) 140 3.92 (0.96) 

For all variables, group comparisons p>.1. Note that not all background information 
was available for all children.  

 
 

Table B2: Mean percent correct (SD) for experimental tasks by language group, Full 
sample 

 
 

 Monolingual 
(N=145) 

Bilingual 
(N=145) 

Comparison 

Working 
memory 

Forward 41.9 (13.7) 40.3 (16.5) F(1, 288) = .71,  
p = .402, ηp

2 = .002 
Backward 29.8 (19.1) 29.3 (19.4) F (1, 288) = .04,  

p = .840, ηp
2 = .00 

Vocabulary  76.8 (17.5) 57.1 (26.2) F (1, 288) = 56.4,  
p < .001, ηp

2 = .164 
Morphological 
Inflection 

Real words, 
noun  
pluralization 

13.6 (17.6) 56.4 (23.3) F (1, 288) = 49.8, 
p <.001, ηp

2 = .148 

Non word, verb 
inflection 

50.9 (23.3) 42.7 (23.5) F (1, 288) = 8.9,  
p = .003, ηp

2 = .030 
Morphological 
Derivation 

Verb  60.3 (24.1) 36.1 (25.8) F (1, 288) = 68.1,  
p < .001, ηp

2 = .191 
Adjective 52.9 (24.9) 35.1 (26.2) F (1, 288) = 35.1, p 

p <.001, η2 = .109 
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Appendix C: Examples of Error Coding 
 
Non-Word Verb Inflection 
  
The task was scored twice: The first score is the absolute accuracy, namely 1 point for 
each correct answer. The second score gave credit for partial morphological 
knowledge reflected in responses. The partial knowledge score relied on a detailed 
analysis, with one point given for each of the following: use of the same root as the 
stimulus sentence (root), use of the same verb pattern as the stimulus sentence (pat-
tern), inflection in the required person (person), inflection in the required tense 
(tense; see Table C1 for examples). Responses that did not preserve the root were still 
given credit for the other criteria because children still performed the morphological 
inflection. Responses in which there was an error in the affixes of the verbal-pattern 
and of the tense (e.g., said šolazet instead of šolezet), did not receive credit. The criteria 
of person and tense were coded and received credit only if the verbal-pattern (binyan) 
exists in Hebrew (whether it was accurate in the present context or not).  
 
Table C1: Examples of error analysis and partial scores in Non-word Verb inflection 
 

Tense Person Pattern  Root  Child  
response 

Correct 
answer 

Error type (prompt) 

1 1 1 0 šolexet šolezet No root preservation (šolez) 
0 0 0 1 šilaza  šilza  Error in verbal pattern affix (šilez) 
1 0 0 1 išloz  tištalez  Error using an existing verbal-

pattern in Hebrew (eštalez) 
0 0 0 0 šzelt  tešalez  Error using a verbal-pattern that 

does not exist in Hebrew (mešalezet) 
 
Verb Derivation  
 
The task was scored twice: The first score is the absolute accuracy, namely 1 point for 
each correct answer. The second score gave credit for partial morphological 
knowledge reflected in responses. The partial knowledge score relied on a detailed 
analysis, with one point given for use of the same root as the stimulus sentence (root), 
and for use of one of the three possible resultative verb patterns (pattern; see Table 
C2). Responses not using the requested lexical category (e.g. using the infinitive le-
hadbik 'to paste' instead of the inflected verb madbikim 'pastes') but retaining the root 
and an accurate verbal pattern, received points on both criteria. Similarly, responses 
inflected for person (e.g., using soxetet in the feminine singular, instead of soxtim in 
masculine plural) also received credit for both criteria. Credit for root preservation 
was given only if it was fully preserved, but not if it was partially represented in the 
children's response (e.g., said metofim instead of metofefim 'beat'). If it was not possible 
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to determine based on the transcription whether the response was a noun (masrek 
'comb') or a verb (mesarek 'to brush'), children were given credit for the pattern. Re-
sponses including phonological mistakes (e.g., said metopef instead of metofef), were 
accepted as correct. 
 
Table C2: Examples of error analysis and partial scores in verb derivation  

Pattern Root Child  
response 

Correct  
answer 

Error type (prompt) 

1 0 xotxim soxtim No root preservation – Lexical strategy 
(masxeta 'juicer') 

1 1 masxitim  soxtim   A suitable root combination in a possible 
pattern – Morphological strategy 
(masxeta 'juicer') 

1 1 lehadbik   madbikim  Using another lexical category (devek 
'glue') 
 
Adjective Derivation  
 
The task was scored twice: The first score is the absolute accuracy, namely 1 point for 
each correct answer. The second score gave credit for partial morphological 
knowledge reflected in responses. The partial knowledge score relied on a detailed 
analysis, with one point given for use of the same root as the stimulus sentence (root) 
and one point given for use of one of the possible resultative adjective patterns (pat-
tern; see Table C3 for examples). Responses including an error in gender or person 
(e.g., using the masculine adjective taluy instead of feminine adjective tluya), received 
credit for both criteria. Responses including phonological mistakes (e.g., pronounc-
ing the word 'broken' as shabur instead of shavur) were accepted as correct. 
 

Table C3: Examples of error analysis and partial scores in adjective derivation 

Pattern Root Child  
response 

Correct  
answer 

Error type (prompt) 

1 1 raxuv  murkav  Correct root with a possible pattern, but 
not the accurate response (hirkivu 'put 
together')  

1 0 sagur  naul  Root not preserved (na'alu 'locked') 
1 0 muxan   metukan   Incorrect root in a possible pattern (tiknu 

'fix') 
1 1 taluy  tluya  Person disruption only (talu 'hang') 
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Abstract: It is still unknown whether parents in all societies make special speech adjustments when 
speaking to infants and small children. Researchers in a range of disciplines continue to cite the Kaluli 
community of Papua New Guinea (PNG) as evidence that not all societies make such adjustments in 
child-directed speech (CDS), but until recently there have been few modern, quantitative analyses of 
prosodic, phonological or morphosyntactic features of CDS for any language of PNG. Now, however, a 
solid body of research on CDS in PNG communities attests to widespread adjustments in CDS to tod-
dlers and preschoolers, especially in the two languages on which we conduct firsthand research: Ku 
Waru and Nungon. Here, we present the state-of-the-art in current understanding of special features 
of CDS in Ku Waru and Nungon, in the domains of prosody, phonology, lexicon, and morphosyntax. 
Nungon CDS has higher mean pitch and greater pitch range than adult-directed speech (ADS), while 
Ku Waru results are less conclusive in this direction. CDS in both languages features optional modifi-
cation of consonants that makes them sound similar to early child productions, while Nungon CDS 
vowels are not hyper-articulated relative to ADS vowels. Both languages are described by native speak-
ers as utilizing a medium-sized set of special baby-talk lexical items, and these have variable distribu-
tion relative to ADS lexical counterparts in corpora. CDS in Nungon, but not as clearly in Ku Waru, 
shows evidence of morphosyntactic “fine-tuning” to child production abilities. Nungon CDS features 
an unusual morphosyntactic alteration that arguably makes sentences longer and more syntactically 
complex but simplifies words morphologically. Overall, the possible modifications available for CDS 
in both languages constitute less a coherent “register” that speakers may slip into or out of, but more a 
menu of optional features, some apparently binary and some measured in terms of degree, which may 
be applied in conjunction with each other or separately, and which adults often apply variably within 
a single recording session. 
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Introduction 
 
In most of the world’s communities for which the linguistic features of child–care-
giver interactions have been studied, child-directed speech (CDS) is reported to dis-
play special acoustic, lexical, prosodic, and/or morphosyntactic features that differ 
from those of adult-directed speech (ADS) (Soderstrom, 2007; Weinstein & Baldwin, 
2024, inter alia). Perhaps the most famous reported exception is the Kaluli-speaking 
community (Bosavi1 language family) of Papua New Guinea (PNG) which continues to 
be frequently cited as evidence against the universality of special CDS features (e.g., 
Duranti, 2009; Johnson et al., 2023; Rosenberg et al., 2004; Rowe, 2008; Soderstrom, 
2007; inter alia). Indeed, until recently there were few modern, quantitative analyses 
of prosodic, phonological or morphosyntactic features of CDS for any language of 
PNG, including Kaluli. But now, a growing body of research on CDS in communities 
of PNG attests to widespread use of at least some special CDS features. In this section, 
we use the term “CDS” to refer to both the general notion of speech directed to chil-
dren (of any age), and to refer in some cases specifically to speech directed to children 
older than 1;0. Indeed, the youngest children in almost all studies of CDS in PNG have 
been older than 1;0 (Hellwig et al., forthcoming). 
 
Features of CDS have been examined to varying degrees for the nine languages of PNG 
in which child language acquisition has been studied (for more information on what 
is known about child language acquisition in Papuan languages of PNG, see Hellwig 
et al., forthcoming). The best-known accounts of CDS in a PNG language come from 
Schieffelin’s pioneering research on Kaluli (Schieffelin, 1985, 1990), but these lack de-
tails on some facets of CDS, with no measurements of pitch or vowel acoustics, for 
instance. Goldman (1986, 1987) describes aspects of the Huli (Engan) baby-talk lexi-
con while reporting, without details, the presence of prosodic and pragmatic adjust-
ments in Huli CDS that align with cross-linguistic norms. San Roque reports possible 
consonant substitution, prompting routines, and a prevalence of “where” questions 
in Duna (Bogaia) CDS (Rumsey et al., 2013; San Roque, 2008, 2016). As part of a broader 
study of language shift from Tayap (isolate) to the Papua New Guinean lingua franca 
Tok Pisin (descended from a variety of Pacific Pidgin English), Kulick (1980, 1992; Ku-
lick & Terrell, 2019) reports on some aspects of mixed Tayap/Tok Pisin CDS. Boer et 
al.’s (2022) study of child production of Tok Pisin consonants in children’s speech 
lacks reference to CDS.  
 
Recent quantitative research into linguistic features of CDS in PNG has focused on 
four languages: Ku Waru (Chimbu-Wahgi), Nungon (Finisterre), Qaqet (Baining), and 
Yélî Dnye (isolate). Previous work on Ku Waru CDS investigated phonetics/phonology 
(Rumsey, 2017) and morphosyntax (Rumsey et al., 2020); in this paper, we present 

 
1 Throughout this paper, the family to which a language belongs is given in parentheses the first time 
the language is mentioned. 
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new studies of prosody and the baby-talk lexicon in Ku Waru CDS. Previous work on 
Nungon CDS focused on phonetics and prosody (Sarvasy et al., 2019, 2022), morpho-
syntax (Sarvasy, 2019, 2020, 2021, 2022, 2023b), and pragmatics (Sarvasy, 2022, 2023c). 
While a baby-talk CDS lexicon for Nungon was mentioned in the Nungon reference 
grammar (Sarvasy, 2017) and in several previous studies focusing on other topics, the 
distributions of Nungon baby-talk lexical items were never examined: this will be 
done here. Frye’s monograph (2022) on Qaqet (Baining) CDS is the only book on lin-
guistic characteristics of CDS in a language of PNG; Frye investigates mean length of 
utterance, disfluencies, mean pitch and pitch range, speaking rate, attention-direct-
ing, responses to child errors, and baby-talk lexicon. Marisa Casillas is the only re-
searcher to date who has used day-long recordings with a PNG speech community, 
that of Yélî Dnye (Bergelson et al., 2023; Bunce et al., 2024; Casillas et al., 2021); she 
has used these to assess CDS quantity, rather than its linguistic features (her studies 
are also the principal ones in PNG that involved children younger than 1;0 alongside 
older children). 
 
Passing mention of lexical and discourse aspects of CDS occurs in reference gram-
mars of additional PNG languages, such as Mali (Baining; Stebbins, 2011, pp. 28–29) 
and Manambu (Ndu; Aikhenvald, 2008, pp. 44, 138). Discussion of facets of how adults 
interact with small children in PNG societies is also scattered throughout the language 
socialization and anthropological linguistics literature (San Roque & Schieffelin, 
forthcoming). 
 
In this paper, we present an overview of special CDS adjustments in multiple linguis-
tic domains in Ku Waru and Nungon. We survey our published work on CDS phonet-
ics and phonology and morphosyntax, and present new data and analyses on baby-
talk lexicons and aspects of Ku Waru prosody and morphosyntax. Overall, the picture 
is of a complex constellation of adjustments in CDS of both languages, with structural 
similarities and divergences, and wide variation in application within and across in-
dividuals. 
 
In the next section, we provide background information on the two languages and our 
recording methods. Each of the following four sections presents a comparative over-
view of known features of an area of CDS (Prosody, Phonology, Lexicon, and Morpho-
syntax) in both languages. We then summarize and discuss the evidence, with further 
comparison to Papuan languages Duna, Huli, Kaluli, Mali, Manambu, and Qaqet, and 
close with a brief conclusion. 
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Language Background and Methods 
 
Ku Waru 
 
Ku Waru is a regional speech variety within a large dialect continuum in PNG’s West-
ern Highlands Province (for details about the grammar of Ku Waru, see Merlan & 
Rumsey, 1991, 322–343; Rumsey et al., 2020, 3–7). It has about 15,000 speakers and is 
the first language of everyone born in the village of Kailge, where Alan Rumsey’s field-
work has been carried out in collaboration with Francesca Merlan and John Onga, 
who is himself a native Ku Waru speaker. Nearly everyone at Kailge under the age of 
65 also speaks Tok Pisin (a largely English-lexified pidgin/creole, which is PNG’s main 
lingua franca, see Introduction). They primarily use Tok Pisin when travelling to 
other language regions, rather than in Kailge. Most children in Kailge these days learn 
Tok Pisin as a second language and alternate between it and Ku Waru to some extent 
even at Kailge (for details, see Rumsey, 2014). 
 
The Ku Waru data that we draw on here are taken mainly from a corpus that consists 
of transcripts of interaction between five target children and their caregivers, audio 
and video recorded between 2013 and 2016 by John Onga and another Ku Waru-speak-
ing local collaborator, Andrew Noma, using Olympus LS14 digital audio recorders and 
Canon HFM52 digital video recorders (see Rumsey et al., 2024). The children ranged 
in age between 1;4 and 4;9 at the time of recording. The selection of focus children 
was based on interviews with a large number of parents, and the need to find children 
with birth dates spaced 6–7 months apart so as maximize the overall age range within 
the initial 2-year period when most of the recordings were made. The recordings were 
made monthly, for 60–65 minutes. 
 
The article also draws on audio recordings made by Onga and Noma during 2004–2007 
(on Uher cassette recorders with Audio-Technica ATR25 microphones) involving two 
focus children (one of them John Onga’s son Jesi). Those recordings were made at 
longer intervals than the ones in the 2013 and 2016 study—generally of about 3 
months. For both corpora, in line with the caregivers’ preferences, almost all of the 
recordings were made in their houses, during the daytime, talking around the hearth 
or while engaging in indoor work activities. 
 
After completing the recording sessions, Onga and Noma transcribed their respective 
recordings by hand and translated them into English. Their transcripts were later 
typed by Appen Language Services into a plain-text format. They were then processed 
by corpus managers Tom Honeyman and Charlotte van Tongeren in OpenRefine to 
fix regular scribe and typist spelling errors and inconsistencies. All of the transcripts 
in the 2013–2016 corpus were entered into ELAN (Max Planck Institute for Psycholin-
guistics, 2024), and time-aligned with the associated media files. The ELAN files with 
the transcripts, and media files, are freely available to interested researchers in the 
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PARADISEC Catalog (https://catalog.paradisec.org.au/), in collection AR3. 
 
Nungon 
 
Nungon is the umbrella term for the six southern village-lects of an oval-shaped, thir-
teen-village, dialect continuum in and around the Uruwa River valley in the 
Saruwaged Mountains, Morobe Province, PNG (see the Nungon reference grammar 
for background on the area and grammar of the Nungon dialects: Sarvasy, 2017). The 
Uruwa River valley dialects differ greatly in phonology and lexicon (with 60–88% cog-
nacy rates; Wegmann, 1994); the northern dialects also differ from the southern dia-
lects in the morphological formation of the remote future tense (Wegmann, 1994). 
Each Nungon village-lect has no more than about 400 speakers in the region and the 
diaspora; in total, there are about 1,000 speakers of Nungon dialects. The Nungon-
speaking area is not accessible by road, and Tok Pisin is less present there than in the 
Ku Waru-speaking area.  
 
The Nungon corpus, recorded in just the Towet village dialect, includes three longi-
tudinal studies, capturing data from nine children aged 1;1–5;10; it totals about 182 
hours of digitally transcribed child–caregiver interactions (Sarvasy, 2023a). Study 1 
(2015–2017) involved five children, aged 1;13 to 3;10 at the study’s outset, audio- and 
video-recorded, using Zoom H5n recorders and a Canon digital camera with video ca-
pability for 1 hour per month over 2 years (17 months for the youngest child). Study 2 
(2019) involved three additional children, aged 2;4–2;8 at the outset, each recorded for 
4 hours within 1 week per month, for 5 months. Study 3 (2023) involved one additional 
child, aged 2;1 at the outset, recorded for four half-hour sessions each month, over 3 
months. 
 
All recordings were digitally transcribed in the village, using solar-powered laptops, 
by Towet Nungon speakers Lyn Ögate, Stanly Girip, James Jio, Nathalyne Ögate, Ta-
bitha James, Yöngwenwen Hessy, and Böiwa Ögate. Transcriptions used Mid-CHAT 
format (MacWhinney, 2000) and were completed using a word-processor and the soft-
ware CLAN (MacWhinney, 2000). 
 

Prosody 
 
Perhaps one of the most immediately salient characteristics of CDS in many lan-
guages is its prosodic modifications relative to ADS: cross-linguistically, these typi-
cally involve higher overall pitch, greater pitch range, distinctive prosodic contours, 
slower speech, shorter utterances, longer pauses, and a more reliable positioning of 
pauses at phrase boundaries, compared to ADS (Cruttenden, 1994; Fernald, 1989; Katz 
et al., 1996; Soderstrom, 2007; Stern et al., 1983; Wang et al., 2015).  
 

https://catalog.paradisec.org.au/
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We focus here on one of the most widely studied and perceptually salient features of 
CDS, cross-linguistically: higher mean pitch and greater pitch range. Perceptually 
higher pitch in CDS was reported incidentally for the PNG language Kaluli in Schief-
felin’s groundbreaking and influential work; for instance, when a mother and her 
daughter (aged 2;6) engage in teasing word play together, they both are said to main-
tain “high pitch” (Schieffelin, 1990, pp. 109–110). Schieffelin also notes that mothers 
hold pre-verbal infants to face themselves or others and speak “for them,” using a 
high-pitched, nasalized register similar to the one used to address dogs (1990, p. 71–
72; see also Schieffelin, 1979, pp. 106–108).2 The relationship in pitch between 
IDS/CDS and pet-directed speech has also been noted for English-speaking communi-
ties (Gergely et al., 2017; Jeannin et al., 2017; Xu et al., 2013). 
 
Fernald et al.’s (1989) acoustic analyses of mother’s speech to their children in six lan-
guage varieties (American English, British English, German, French, Italian, and Jap-
anese) revealed a higher fundamental frequency and wider pitch range than in 
speech directed to other adults by the same speakers. Others corroborated these re-
sults for some of the languages included in that study, such as American English (Gar-
nica 1977), British English (Shute & Wheldall, 1989), German (Fernald & Simon, 1984), 
and Japanese (Amano et al., 2006), and for other languages, like Mandarin Chinese 
(Grieser & Kuhl 1988; Liu et al., 2009), Cantonese (Wang et al., 2021), Dutch (Benders 
et al., 2021), and Australian English and Thai (Kitamura et al., 2001), among others. 
Among these, however, pitch range in CDS has been shown to be constrained to a 
degree in tonal languages (Mandarin, Cantonese, Thai) or pitch-accented languages 
(Japanese). For instance, Kitamura et al. (2001) suggest that Thai mothers “may re-
strict pitch excursions in order not to disrupt tonal information” (p. 386).  
 

 
2 There is also a very small amount of recent data, but without language-specific analyses on pitch, in 
infant-directed speech (IDS) in Enga (Engan), the Papuan language of PNG with the most speakers. As 
part of a cross-cultural experiment that aimed to assess the universality of various prosodic features of 
infant-directed speech and song (Hilton et al., 2022), anthropologist Pauline Wiessner recorded six fe-
male speakers of Enga each producing one very brief (3–16 seconds long) spoken snatch, and one very 
brief sung snatch (8–13 seconds long), in response to the prompt that they should simulate calming a 
“fussy” infant (usually, in the presence of an actual infant). Five of the six speakers also recorded sim-
ilarly brief adult-directed spoken and sung snatches. However, this very small amount of data (13–27 
seconds of IDS per speaker) in very noisy settings and without Enga transcriptions is unfortunately 
insufficient to draw conclusions about prosodic and phonological features of Enga IDS. Further, even 
if there were more data and of better quality, we would be sceptical about drawing conclusions about 
differences between IDS and ADS based on this study, due to the mismatch in affect between the highly 
emotionally “marked” IDS elicited (to calm an agitated infant) and the emotionally neutral ADS (nor-
mal conversation and song—not, for instance, to calm an agitated adult). Wiessner also notes that some 
of the “songs” sung to the infants were actually magic charms, hinting at a fascinating facet of Enga 
speech to children that is yet to be fully described (Pauline Wiessner, p.c., 2025). 
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K’iche’ Mayan-speaking adults famously were shown to not make significant pitch 
modifications in CDS compared to ADS, even sometimes using a lower pitch register 
when addressing children (Bernstein Ratner & Pye, 1984). Bernstein Ratner and Pye 
(1984) point out that in K’iche’, high pitch serves as a signal of deference to addressees 
of high status. In contrast, young children “come last in the Mayan age-grading sys-
tem” (Bernstein Ratner & Pye, 1984, p. 521) and do not belong to the category of inter-
locutors with whom high-pitched voice is used.  
 
Here, we focus on mean pitch and pitch range in Ku Waru and Nungon CDS. 
 
CDS Prosody: Ku Waru 
 
In order to check whether the general cross-linguistic tendency for higher mean pitch 
and greater pitch range also manifests in Ku Waru CDS, we conducted a small-scale 
acoustic study of the differences in mean pitch and pitch range between Ku Waru CDS 
and ADS using the existing Ku Waru child language corpus and interviews with par-
ents who featured in that corpus.  
 
Data Collection 
 
The CDS data come from the Ku Waru child language corpus, while the ADS data (due 
to a lack of suitable recordings of ordinary adult conversations in Ku Waru) are from 
interview sessions that had been recorded for another purpose: Ku Waru speaker 
Onga asked parents questions while acting as an interpreter in the presence of an 
English-speaking Australian researcher (Lauren Reed). From these data sources, we 
selected three women who featured in both CDS and ADS corpora. The children 
whom these women were addressing in the CDS portion were aged 2;4 (a boy), 2;10 (a 
girl) and 3;3 (a girl) at the time of recording in July 2013. We note that the data sample 
used for this prosodic analysis was comparatively small and we did not conduct any 
prosodic analyses of speech by male participants. Further, our ADS data for these 
speakers was not truly conversational, since it was from interviews with a foreign re-
searcher and non-Ku Waru speaker present, to whom the women might have in effect 
been directing their speech.  
 
Speech Sampling 
 
We sampled 50 utterances of both ADS and CDS for each of the women. Utterances 
were defined as segments of a speaker’s continuous speech that are separated by 
more than 300 ms of non-speech by the same speaker (cf. Woolard et al., 2023; 
Kitamura et al., 2001). To broaden the range of contexts for data sampling, one set of 
25 consecutive utterances were extracted from the beginning of each recording, and 
a second set of 25 consecutive utterances were taken from halfway into the recording 
(cf. Kitamura et al., 2001), recording length permitting. Utterances consisting of only 
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one word or a standalone non-lexical vocalization, and any other types of interference 
that might affect the fundamental frequency (overlapping talk, extra-linguistic noise 
and clicks, laughter, whispering and creaky voice) were excluded from the speech 
sampling. All utterances were extracted from Ftable using Praat (Boersma & Ween-
ink, 2025), resulting in a total of 300 sound files (3 caregivers × 2 contexts × 50 utter-
ances).  
 
Pitch Measurement and Analysis 
 
We used Praat’s automatic measurement tool to measure the mean F0 (fundamental 
frequency), minimum F0 and maximum F0 (see also Kitamura et al., 2001; Frye, 2022) 
for each of the 300 utterances sampled. To minimize pitch-tracing errors, the pitch 
trace of each sound file was visually and aurally inspected in the Praat sound editor. 
An expanded pitch range of 100–600 Hz was set to account for both Praat’s recom-
mended pitch range of 100–500 Hz for analyzing adult female voices and the higher 
pitch range that has been found in other studies of women’s CDS, which can reach up 
to 600 Hz (see Fernald & Simon, 1984). All other pitch parameters were left at Praat’s 
default settings. To facilitate data interpretation and more accurately reflect the log-
arithmic character of human pitch perception, all fundamental frequency values 
were subsequently converted to a chromatic scale with twelve semitones (the same 
scale that is used for conventional music notation). The mean pitch was calculated 
with a reference value of 100 Hz, using the formula: semitones = 12 ×	log2(maxF0 ÷ 100). 
The pitch range was determined by subtracting the minimum pitch from the maxi-
mum pitch, using the formula: semitones = 12 ×	log2(maxF0 ÷ minF0). The results were 
analyzed in RStudio (Posit team, 2024). 
 
Results 
 

Mean Pitch in Ku Waru CDS. Figure 1 provides a visual summary of the distri-
bution of mean pitch data across the three women. The greatest difference in mean 
pitch is found in speech addressed to the youngest child, aged 2;4, by the woman 
Naldi3. The linear regression model showed the CDS of this speaker to have a signifi-
cant pitch difference compared to the corresponding ADS dataset (estimate = 2.33; 
standard error = 0.49; p < 0.00001). For the two other speakers, the median pitch of 
the analyzed CDS speech was slightly higher (Annie) or lower (Saina) than the corre-
sponding ADS, but these differences were not statistically significant. However, it is 
worth noting that for all three speakers the highest-pitched utterances all occurred in 
the CDS datasets. 

 
3 Ku Waru children and parents are referred to by first names here. 
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Figure 1. Utterance mean pitch in Ku Waru ADS and CDS. 

 

Figure 2. Utterance pitch range for Ku Waru ADS and CDS. 
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Pitch Range in Ku Waru CDS. To examine potential differences in pitch range be-
tween CDS and ADS in Ku Waru, we extracted and compared the pitch range of the 
CDS and ADS datasets, shown in Figure 2. For all three speakers, the ADS median ut-
terance pitch range was slightly greater for ADS than for CDS—a difference of 0.2 sem-
itones (Naldi), 0.4 semitones (Saina) and 0.6 semitones (Annie), respectively. How-
ever, for all three speakers, a linear regression model showed that these differences 
in pitch range were not significant (estimate = 0.52; standard error = 0.40; p = 0.195). 
While the median pitch range was slightly greater in ADS for all three speakers, it is 
worth pointing out that for all three speakers, the utterances with the greatest pitch 
ranges all occurred in CDS. 
 
CDS Prosody: Nungon 
 
For CDS in Nungon, Sarvasy et al. (2022) examined mean pitch and pitch range in 
vowel tokens across three types of speech: a) CDS to 2-year-olds (2;2–2;9) and 3-year-
olds (3;0–3;10), b) conversational ADS in native Nungon speaker pairs, and c) mono-
logue narratives with an adult, female, non-native Nungon speaker as primary inter-
locutor. The results showed that pitch in these vowel tokens differed between CDS (to 
both 2- and 3-year-olds) and conversational ADS, such that both men and women used 
higher mean pitch and an increased pitch range in CDS than in ADS. Women’s and 
men’s use of pitch differed only in the monologual recordings with the non-native 
Nungon speaker as interlocutor; that was where women showed the greatest mean 
pitch, even higher than in CDS, while men’s highest mean pitch was in CDS, followed 
by the monologues, then by conversational ADS. Women’s pitch range in the mono-
logues was similar to the range in their CDS, and these were both higher than the 
range in conversational ADS; men’s pitch range was greatest in CDS, while their 
ranges in conversational ADS and the monologues were similar. This suggests that, in 
terms of pitch, Nungon-speaking men treat CDS in a different way than either conver-
sational ADS or more performative monologue recording sessions, while for women, 
the monologue recording sessions were akin to CDS and even elicited a higher mean 
pitch than CDS (see Sarvasy et al., 2022, for a more detailed discussion). 
 
Comparative CDS Prosody Summary 
 
Our knowledge of mean pitch and pitch range in Ku Waru and Nungon CDS stems 
from two different methodological approaches. The new Ku Waru study we present 
here follows Frye (2022) in using the utterance as the unit for pitch analyses, while 
Sarvasy et al. (2022) used individual vowels as the unit of analysis. The ADS data used 
as a counterpart to CDS for Ku Waru here stem from not free conversations, but in-
terviews with a foreign, non-Ku Waru speaker and Ku Waru-speaking interpreter; 
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they are thus imperfect counterparts to the Ku Waru conversational CDS. The conver-
sational ADS data used by Sarvasy et al. (2022) are dyadic conversations in Nungon; 
Sarvasy et al. (2022) also, however, examined a second type of ADS: monologues rec-
orded with a non-native Nungon speaker as primary interlocutor.  
 
Our results also differ in that Sarvasy et al. (2022) found Nungon corroboration for the 
cross-linguistic tendency for CDS to feature both higher mean pitch and greater pitch 
range than conversational ADS, while the present analyses of Ku Waru CDS and ADS 
show significantly higher mean pitch in CDS for only one of three speakers, and no 
significant difference in pitch range between CDS and ADS for any of the speakers. 
The study on Nungon by Sarvasy et al. (2022) suggests that non-conversational ADS, 
especially with a non-native speaker present, may exhibit higher pitch than conver-
sational ADS, and (for Nungon-speaking women, but not men) greater pitch range. 
Thus, it would be ideal to investigate mean pitch and pitch range in Ku Waru CDS 
using truly conversational ADS samples in the future. 
 

Phonology 
 
Along with prosody, phonetic and phonological adjustments in CDS can be highly sa-
lient and are well-attested cross-linguistically. Widely attested modifications include 
many that make CDS sound similar to early child productions: consonant substitu-
tions, consonant cluster reductions, long-distance consonant assimilation (or “conso-
nant harmony”), and an abundance of CVCV-structure words (Cruttenden, 1994). 
Some voice-onset time (VOT) modifications in CDS have been shown to reduce the 
acoustic contrast between two phonemes, as in Swedish (Sundberg & Lacerda, 1999), 
perhaps again, approximating child productions. Another type of attested modifica-
tions does not necessarily make CDS sound child-like: instead, they have been hy-
pothesized to have a didactic purpose and serve to scaffold language acquisition. 
Among these are voice-onset time (VOT) modifications that serve to accentuate pho-
nemic differences in Hakka and English CDS (Cheng, 2014, Cristia, 2010, Moslin, 
1979), and vowel hyper-articulation (Sarvasy et al., 2022).  
 
The reduction in CDS of phonemic contrasts between consonants is not universal, but 
it is well-attested, cross-linguistically. Recent research has shown reduced acoustic 
contrast in CDS for the four-way voicing distinction in Nepali stops in CDS to 10–18-
month-old children (Benders et al., 2019), and for sibilants in Danish CDS to 19–20-
month-old children (Bohn, 2013). Further systematic modification of consonants in 
CDS relative to ADS is attested for languages in Australia: Arandic (Turpin et al., 2014) 
and Warlpiri (Laughren, 1984). In fact, the CDS register for those languages has been 
analyzed as involving reduced phonological contrasts and co-occurrences, and a 
smaller phonological inventory, than ADS. Turpin et al. (2014, p. 51) report that Aran-
dic adults describe the CDS register as mimicking the way children speak. Indeed, 
Turpin and colleagues distinguish two phases of Arandic CDS, “early” and “late,” each 
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with distinct phonological patterns; the early phase has the most neutralization of 
phonological contrasts, and its phoneme inventory can be represented as a set of nine 
segments—much reduced from the full 27 of Arandic ADS (Turpin et al., 2014, pp. 56–
57). Some contrasts, such as between lamino-palatal and lamino-dental sounds, are 
neutralized in both phases of the Arandic CDS register. 
 
For vowels, multiple studies have shown that the triangle in acoustic space formed by 
the three cardinal vowels /i/, /u/ and /a/ is larger in CDS than in ADS; this has been 
shown to be the case for, among others, American, Australian and British English 
(Burnham et al., 2002; Kuhl et al., 1997; Uther et al., 2007; but see Green et al., 2010), 
Mandarin (Liu et al., 2003), Spanish (García-Sierra et al., 2021), Swedish (Kuhl et al., 
1997; but see Van de Weijer, 2001), and Japanese (Andruski et al., 1999; but see Martin 
et al., 2015; Miyazawa et al., 2017). There is some debate as to whether this should be 
considered “hyper-articulation,” with the presumed aim of being understood and/or 
teaching correct speech sounds, or whether it stems from some other factors (Cristia, 
2013; Cristia & Seidl, 2014). Indeed, the opposite—smaller vowel triangles in CDS, 
compared to ADS, or “hypo-articulation”—has been found for CDS in some other lan-
guages, such as Cantonese (Rattanasone et al., 2013), Dutch (Benders, 2013), German 
(Audibert & Falk, 2018), and Norwegian (Englund & Behne, 2006). 
 
Here, we will focus on contrast reduction among consonants in Ku Waru CDS (making 
CDS sound more child-like) and show that Nungon CDS has an absence of vowel hy-
per-articulation (so lacks this presumably didactic element). We summarize our pre-
vious work in this area, which happened to differ in foci between Ku Waru (conso-
nants) and Nungon (vowels). 
 
CDS Phonology: Ku Waru 
 
Our discussion of Ku Waru CDS phonology focuses on key consonants that have mark-
edly different realizations in CDS than in ADS, namely the palatal consonants /ny/ and 
/ly/ in relation to apico-alveolar counterparts, the lateral consonants, and the apico-
alveolar rhotic tap/trill /r/. The Ku Waru phonemic consonant inventory (ADS) is 
shown in Table 1. Characters shown without brackets are the ones used in the practi-
cal orthography for Ku Waru in this article. Accompanying some of the characters, in 
square brackets, are phonetic representations of the main allophones of the corre-
sponding phonemes, with the most frequently occurring ones on the left. 
 
In Ku Waru CDS, we see a general pattern by which sounds with various places of 
articulation are replaced by counterparts with an alveolar place of articulation, espe-
cially: palatals and velars, as well as the post-alveolar retroflex flap. 
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Table 1. Ku Waru phonemic consonant inventory  
 
Stops, glides and rhotic consonants 
 Labial Alveolar Palatal Velar 
Plain stop p t  k 
Fricative  s   
Prenasalized stop b [mb], [mp] d [nd], [nt] j [ɲdʒ͡] g [ŋɡ] 
Nasal m n ny [ɲ] ng [ŋ] 
Continuant w  y  
Rhotic  r [ɾ], [r]   
Lateral consonants 
 Post-alveolar 

retroflex flap 
Alveolar 

continuant 
Palatal 

continuant 
Prestopped 

velar 
Lateral rlt [ɺ̢ ] l ly [ʎ], [ʎ]̥ gl [ɡ͡ʟ], [kʟ͡]̥ 

 
Nasals  
 
Until the age of about 3;0, Ku Waru-speaking children do not produce distinct forms 
for the palatal and alveolar nasals. Instead, they pronounce the palatal nasals as alve-
olar ones. Adults sometimes do likewise when talking to young children. Examples of 
this are shown in Table 2. 
 
Table 2. Examples of replacement of Ku Waru palatal nasal consonants by alveolars 
in the speech of young children’s speech and in some CDS by adults 
 

Phonemic form Adult 
pronunciation 

Children’s form and 
occasional CDS form Meaning 

nyim [ɲɪm] [nɪm] he/she said 
manya [maɲʌ] [manʌ] down 

 
Laterals  
 
Just as with nasals, until the age of about 3;0, Ku Waru-speaking children do not pro-
duce distinct forms for the palatal and alveolar laterals, instead pronouncing the pal-
atal nasals as alveolar ones. And as with nasals, adults sometimes do likewise when 
talking to young children. Examples are shown are in Table 3. 
 
Of the four Ku Waru lateral consonants, the typologically unusual and phonetically 
complex velar lateral /ɡl/ is the most frequently occurring lateral consonant (Rumsey, 
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2017). The alveolar /l/ appears to have come into the phonemic inventory of adult Ku 
Waru only since the arrival into the region of the pidgin-cum-creole Tok Pisin, after 
the 1930s. This is evident from the fact that in Ku Waru ADS this sound only occurs in 
loan words from Tok Pisin. A minimal quadruplet exists in which the four lateral con-
sonants contrast in word-medial position (korlta [koɺ̢ ʌ] ‘chicken’ / kolya [koʎʌ] ‘place’ 
/ kogla [koɡ͡ʟʌ] ‘cry’ / kola [kolʌ] ‘cola drink’), and other near-minimal contrasting forms 
exist.  
 
Table 3. Examples of replacement of Ku Waru palatal lateral consonants by alveo-
lars in the speech of young children’s speech and in some CDS by adults 
 

Phonemic form Adult 
pronunciation 

Children’s form and  
occasional CDS form Meaning 

lyim [ʎɪm] [lɪm] he/she took 
ilyi [ɪʎi] [ɪli] this 

paly [paʎ]̥ [pal] all 
 
 
Although alveolar /l/ does not occur in the adult Ku Waru lexicon in non-loan words, 
children use it in place of /ɡl/ and /lk/, and so do some adults in their CDS, as seen in 
Table 4. 
 
Table 4. Examples of replacement of Ku Waru pre-stopped velar lateral consonant 
by alveolar lateral in the speech of young children and in some CDS 
 

Phonemic form Adult 
pronunciation 

Children’s form and  
occasional CDS form Meaning 

ogla [oɡʟ͡ʌ] [olʌ] up 
manya mogla [maɲʌ moɡʟʌ] [manʌ molʌ] sit down! 

mogl [mok ͡ʟ]̥ [mol] no 
 
Most children do not produce adult-like versions of the [ɡʟ͡]/[k ͡ʟ]̥ sound until they are 
5–6 years old. In the meantime, as alternative pronunciations of it they use not only 
[l] as shown above, but also [k], [ɡ] and [t], and later [ɣ] and [x]. Interestingly, adults 
and older children when speaking to children in our corpus never use [k], [ɡ], [ɣ], or 
[x] as imitative baby-talk realizations of [ɡ͡ʟ], only [t] and, far more often, [l]. 
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Rhotic Tap/Trill  
 
Up until the age of 2;6–3;0, Ku Waru-speaking children and some adults in their CDS 
use alveolar [l] in place of /r/ (replacement of rhotics by laterals, stops and glides is 
widely attested in child speech, cross-linguistically; Tomić & Mildner, 2015). Exam-
ples are in Table 5. 
 
Table 5. Examples of replacement of Ku Waru rhotic [r] with alveolar lateral [l] in 
the speech of young children and in some CDS by adults 
 

Phonemic form Adult 
pronunciation 

Children’s form and 
occasional CDS form Meaning 

rais [rais] [lais] ~ [lait] ~ [las] rice 
kera [kerʌ] [kelʌ] bird 
kar [kar] [kal] motor vehicle 

 
Alternatively, intervocalic /r/ is sometimes pronounced as [t] in the speech of Ku 
Waru children and in some CDS. An example is [utu] for uru ‘sleep’.  
 
Alveolar Consonants in Place of Velars 
 
As is widely attested in child-language studies around the world (McAllister Byun, 
2012), especially before about 2;6, Ku Waru children sometimes use alveolar conso-
nants in place of velar ones, and so do some adults in their CDS. Examples are in Table 
6. 
 
Table 6. Examples of replacement of Ku Waru velar consonants with alveolars in the 
speech of young children and in some CDS 
 

Phonemic form Adult 
pronunciation 

Children’s form and 
occasional CDS form Meaning 

ga [ŋɡa] [da] ~ [nda] sweet potato 
kim [kim] [tim] a girl’s name 

le [ɡ͡ʟe] [te] excrement 
 
In this section we have presented examples of six consonant mutations that some-
times occur in Ku Waru CDS: ɲ > n, ʎ/ʎ ̥> l, ɡ͡ʟ/k ͡ʟ ̥> l, r > l and r > t, and velars > alveolars. 
It is striking that all of these mutations involve replacement of sounds with other 
places of articulation by alveolar sounds. In the Lexicon section, we will compare that 
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set of mutations with the ones that are observed within a set of what 11 Ku Waru par-
ents identify as baby-talk lexical items (kang kel-nga ung-ma ‘words of or for small chil-
dren’). 
 
CDS Phonology: Nungon 
 
We will briefly summarize generalizations about consonants in Nungon CDS, then 
sum up what we know about Nungon CDS vowel phonetics. 
 
Nungon CDS Consonants 
 
In Nungon CDS, consonant replacement is attested, and at least one baby-talk lexical 
item involves a non-phonemic sound (cf. Manambu extra-phonemic bilabial trill in 
one baby-talk term; Aikhenvald, 2008, p. 44).  
 
In the Kotet Nungon dialect, word- and syllable-final /k/ are realized as glottal stops, 
and there is no rhotic, such that the counterpart to /r/ in this dialect is /l/ or /d/. The 
Nungon child–caregiver conversation data all come from the Towet village dialect, 
which lacks a glottal stop and lateral /l/, except in inter-dialect loans, like the flower-
ing tree name longgö longgö. Speakers of Towet Nungon sometimes say that the Kotet 
dialect, with /l/ instead of /r/ and with the glottal stop for /k/ sounds “childish,” and in 
fact, CDS and CS (child speech) in Towet Nungon optionally exhibit both of these fea-
tures (Sarvasy, 2019). Towet adults sometimes replace word- and syllable-final /k/ 
with glottal stops, and /r/ with /l/ or the palatal glide /y/, when speaking to small chil-
dren. This is widely attested in the Towet Nungon child–caregiver corpus, but its use 
has not yet been investigated systematically to find, for example, correlations be-
tween these features in the children’s speech and their occurrence in CDS. 
 
In the Lexicon section, we will see that the Nungon baby-talk lexicon includes at least 
one word with a non-phonemic sound: baby-talk [ɣɪ] ‘pitpit’, ‘wild sugar cane’ (coun-
terpart to adult dee) begins with a voiced velar fricative, which never occurs word-
initially in adult Nungon, where it is solely an intervocalic allophone of velar stops 
(Sarvasy, 2017). 
 
Nungon CDS Vowels 
 
Towet Nungon has six phonemic vowels (two front, three back, and one low-mid) and 
contrastive vowel length. For instance, yo-nga [jɔ.ŋa] means ‘speaking,’ but yoo-nga 
[jɔːŋa] means ‘taking them.’ The acoustics of the six phonemic vowels in Towet Nun-
gon adult speech were investigated in Sarvasy (2017) and then with a more detailed, 
quantitative treatment in Sarvasy et al. (2020).  
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Sarvasy et al. (2022) investigated whether Towet Nungon vowels in CDS are hyper-
articulated relative to those in adult–adult paired conversations, and adult mono-
logues produced with a non-native (researcher) primary interlocutor. Vowel tokens 
were extracted from three datasets: child–caregiver conversations (10 speakers, five 
men and five women: 1,580 vowel tokens), adult dyadic conversations (eight speakers, 
four men and four women: 718 vowel tokens), and adult monologue narratives (eight 
speakers, five women and three men: 1,507 vowel tokens). Four speakers (two men 
and two women) featured in all three datasets, while seven (three women and four 
men) featured in both child–caregiver and adult dyadic conversations, and five (two 
women and three men) featured in both the child–caregiver and adult monologue 
narratives. 
 

 
We assessed vowel hyper-articulation using the “vowel triangle” technique, by which 
the area of the triangle formed by connecting the vowels /i/, /u/ and /a/ in an F1/F2 

 

Figure 3. Vowel triangles for Nungon CDS to 2-year-olds and 3-year-olds, conversa-
tional ADS, and monologues with a non-native speaker interlocutor (Sarvasy et al., 
2022, p. 12). 
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acoustic space graph is calculated (following García-Sierra et al., 2021). These trian-
gles are shown in Figure 3. 
 
There was no significant difference in vowel triangle size between CDS (to either 2-
year-olds or 3-year-olds) and the adult–adult paired conversations (which we took to 
exemplify conversational ADS), but the vowel triangles in the monologues with a for-
eign, non-native Nungon speaker as primarily interlocutor/recorder were signifi-
cantly larger than those of both CDS and conversational ADS (Sarvasy et al., 2022). 
Thus, Towet Nungon CDS to children aged two and three does not feature vowel hy-
per-articulation relative to conversational ADS. 
 
We found that only one feature, vowel duration, differed in CDS directed to 2-year-
olds versus CDS directed to 3-year-olds. That is, both men and women produced vow-
els of longer duration when speaking to 2-year-olds than they did when speaking to 3-
year-olds and other local adults. The vowel durations in the ADS monologues were 
similar to those in the CDS to the 3-year-olds. 
 
CDS Phonology Comparative Summary 
 
We have seen that in both Ku Waru and Nungon, there is some alteration of conso-
nants in CDS that makes them closer to the productions of small children. In Ku Waru, 
this even entails substituting a non-native Ku Waru phoneme, the alveolar [l] (found 
in adult speech only in Tok Pisin loan words), for all three other Ku Waru lateral pho-
nemes (retroflex, palatal and pre-stopped velar). The Ku Waru consonant replace-
ments we discussed generally involve use of alveolar sounds instead of sounds with 
other places of articulation: palatals to alveolars, velars to alveolars, the rhotic to al-
veolar lateral or stop, and the reduction of contrasts among laterals such that the al-
veolar lateral is used in place of the others. In contrast, in Nungon CDS of Towet vil-
lage, while the alveolar lateral is one of the common replacements for the rhotic, the 
replacement of velar oral or nasal stops by alveolar ones is unattested in Nungon CDS. 
Towet Nungon CDS further exhibits a consonant replacement unattested in Ku Waru 
CDS: the replacement of word-final /k/ with glottal stops. This shows clearly that, 
while there are cross-linguistic patterns, the specifics of consonant replacement in 
CDS are necessarily language-specific. 
 
We also saw that in Nungon CDS, vowels are not hyper-articulated relative to conver-
sational ADS. Instead, monologues directed at a non-native Nungon speaking inter-
locutor did feature vowel hyper-articulation. A Ku Waru vowel acoustics study re-
mains a desideratum for future research. 
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Lexicon 
 
A central aspect of children’s early language development is the acquisition of the 
core lexicon of their language. CDS figures in that process in various ways (Clark, 
1993)—for example, through particular CDS distributions of vocabulary that differ 
from those in ADS. Here, our treatment will be limited to “nursery” or “baby-talk” 
lexical items that are used mainly or entirely in children’s speech and in adults’ CDS.  
 
One of the most striking features of CDS in many languages is the presence of special 
“nursery” or “baby-talk” words used only when speaking to children and by children 
themselves, most of which have different ADS counterparts. An example in English is 
baby-talk tummy for ADS stomach. Baby-talk lexical items can be found in languages 
as typologically and geographically diverse as Romāni (Réger & Gleason, 1991), Inuk-
titut (Crago & Allen, 1997) and Japanese (Mazuka et al., 2008), among many others. 
Ferguson (1964, 1977) and then Haynes and Cooper (1986) surveyed reports on se-
lected languages from around the world and found that most had special baby-talk 
lexicons. But Ferguson’s sample included no Pacific languages, and Haynes and 
Cooper’s (1986) included only one of them (the Oceanic language Palauan)—a severe 
under-representation, given that about a quarter of the world’s languages are spoken 
in the region.  
 
Languages of Oceania still remain greatly underrepresented in child language stud-
ies, but it was from one of them—Kaluli—that the first strong challenge to the univer-
sality of baby-talk lexicons emerged. One of Schieffelin’s findings was that “Kaluli use 
no baby-talk lexicon, for they said (when I asked about it) that to do so would result 
in a child sounding babyish, which was clearly undesirable and counterproductive” 
(Ochs & Schieffelin, 1984, p. 293). That finding has been widely cited as a counterex-
ample to the presumed universality of baby-talk lexicons. However, a less-cited point 
is that an extensive set of baby-talk lexical items was described for a neighboring lan-
guage, Huli (Goldman, 1986, 1991). 
  
Before we turn to our own new data on baby-talk lexical items in Ku Waru and Nun-
gon CDS, we note that our methodology expands on that of Ferguson (1977) and 
Haynes and Cooper (1986), which primarily used word lists, without noting variation 
or frequency in actual CDS. We present word lists along with frequencies in corpora, 
following Crago and Allen (1997) on Inuktitut, Réger and Gleason (1991) on Romāni, 
and Ota et al. (2018; see also Ota & Skarabela, 2016, 2018) on English. 
 
CDS Lexicon:  Ku Waru 
 
Unlike Schieffelin’s (1990) report for Kaluli, Rumsey and Onga have found that every 
Ku Waru speaking adult or older child whom they have asked about the matter says 
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that there are distinct words that are used by and to small children and has readily 
provided examples of what they consider to be such words. Further, again unlike the 
Kaluli, Ku Waru people say it is good for parents to use those words to small children 
sometimes, “to help them understand and learn to talk”. In order to investigate these 
local understandings of CDS systematically, Onga interviewed 11 Ku Waru-speaking 
parents about them. Speaking to the parents in Ku Waru, he asked them the equiva-
lent of the following questions: 
 
1. Do small children have their own ways of talking that are different from adults’? 
2. If they do, what do you call their way of talking? 
3. What words of that kind can you think of?  
4. Do adults and older children sometimes use those same words when talking to 

small children?  
5. If they do, why?  
6. Is it good or bad for them to do that?  
7. Why?  
 
All 11 interviewees answered yes to question 1. The most frequent answer to question 
2 was kangabola kel-ma-nga ung-ma, which can be translated either as ‘small children’s 
words’ or ‘words for small children’ (hereafter “baby-talk” or “BT”). When asked for 
examples of such words, as in question 3, all interviewees readily provided them, in 
sets containing from 11 to 17 items, with a median of 13. All of the words that were 
included in any of those sets are shown in the leftmost column of Table 7, along with 
what was said to be the equivalent Ku Waru adult word in column 2, and our English 
gloss of it in column 3. Column 4 shows the number of lists on which each of the words 
was included. That number can be taken as a rough measure of the extent to which 
the form in question figures in Ku Waru people’s shared understandings or stereo-
types about how small children talk, and how others talk to them.  
 
Whereas columns 1–4 provide information about what Ku Waru adult caregivers take 
to be typical of baby-talk, columns 5–8 provide information about the extent to which 
the actual adult CDS in the Ku Waru child–caregiver interaction corpus includes those 
words (for this purpose, individuals over the age of ten were treated as adults). For 
interpreting the figures in columns 6 and 7, it is important to take account of the fact 
that the children represented in the corpus did not talk as much as the adults. Rather, 
out of a total of 1,365,614 word tokens in the corpus, 469,820, or about 34.4%, were 
spoken by children, while 895,798, or about 65.6%, were spoken by adults. In order to 
take account of that difference, a weighting of 1.907 was assigned to the numbers in 
column 7 to compute the weighted ratio of baby-talk word tokens spoken by adults vs. 
children in column 8. 
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Table 7. Forms identified by Ku Waru parents as “small children’s words” and their 
 frequency of use by children and their adult interlocutors in our corpus 
 

Baby-talk 
form 

Adult word 
in Ku Waru 

English gloss 

No. of pa-
rental BT 
word lists 
that con-
tain the 
BT word 

Tokens of 
BT word 

in the 
corpus 

Tokens of 
BT word 
by adults 

in CDS 

Tokens of 
BT word 
by chil-

dren 

Weighted 
ratio of in-
cidence of 
BT word in 

CDS vs. 
children’s 

speech 
(in %) 

da ga sweet potato 6 4 3 1 61–39 
pipi kera bird 6 230 142 88 46–54 
dit/det kar car/truck 5 112 63 49 40–60 
lais/lait/las rais rice 5 43 3 40 4–96 
tali/talip kalyip peanut 5 0 0 0 NA 
neta neka red pandanus 4 0 0 0 NA 
balut/palut balus plane 3 7 0 7 0–100 
tenapa kenapa corn 3 0 0 0 NA 
tim/timu kim/kimu green vegetable 3 3 2 1 51–49 
yayi kuru evil spirit / devil 3 1028 668 360 49–51 
gu lku house 2 382 2 380 0–100 
kal kar car/truck 2 94 12 82 7–93 
kela kera bird 2 83 9 74 6–94 
lawa plawa flour/flower 2 5 1 4 12–88 
nela neka red pandanus 2 0 0 0 NA 
pawa flawa flour/flower 2 42 3 39 4–96 
tait rais rice 2 0 0 0 NA 
te gle excreta 2 5 2 3 26–74 
toti sosis sausage 2 0 0 0 NA 
tu ku money/stone 2 0 0 0 NA 
tun kung pig 2 4 0 4 0–100 
ulu uru sleep 2 1 0 1 0–100 
utu uru sleep 2 113 82 31 58–42 
bil bi pen/pencil 1 4 4 0 100–0 
deti tata/lapa father 1 144 69 75 40–60 
lu lku house 1 19 5 14 16–84 
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Baby-talk 
form 

Adult word 
in Ku Waru 

English gloss 

No. of pa-
rental BT 
word lists 
that con-
tain the 
BT word 

Tokens of 
BT word 

in the 
corpus 

Tokens of 
BT word 
by adults 

in CDS 

Tokens of 
BT word 
by chil-

dren 

Weighted 
ratio of in-
cidence of 
BT word in 

CDS vs. 
children’s 

speech 
(in %) 

miyau lopa pus cat 1 32 20 13 45–55 
mun mun kalyimbi moon 1 0 0 0 NA 

nana --- 
small/cute/baby 
thing 

1 2514 1671 843 51–49 

nunu keri to- no- kiss 1 34 29 5 75–25 
pepe pekpek excreta 1 49 32 17 50–50 
pola pora finish 1 14 5 9 23–77 
tera kera bird 1 0 0 0 NA 
wala wara water 1 117 78 39 51–49 

 
The following points are evident from the data in Table 7: 
 
1. There were considerable differences among the 11 parents as to which words they 

cited in the interviews as typical baby-talk ones. Nonetheless, a clear majority of 
the words cited by any of the parents (24/34) were cited by at least one other parent. 

2. There is a disparity between the frequency with which the interviewees cite given 
words as typical baby-talk and how often those words actually occur in the corpus, 
either within adults’ speech or the children’s. The most extreme examples of this 
are: da for ga ‘sweet potato,’ which was cited by six of the 11 parents but only occurs 
four times in the corpus; tali or talip for kalyip, ‘peanut,’ cited by five parents, which 
never occurs in the corpus; and neta for neka ‘red pandanus,’ cited by five of the 
parents, which also never occurs in the corpus. This disparity is probably related 
to the fact that the substitution of alveolar stops for velar stops occurs mainly in 
CDS to children under about 2;6, whereas a large majority of our samples are from 
interactions with older children. 

3. Conversely, several of the most frequently occurring words in Table 7 are among 
those cited by a small minority of the interviewees. Examples are the following, 
each of which was offered as baby-talk by only one of the 11 parents: pepe for pek-
pek, ‘excreta’ (Tok Pisin), with 49 instances; wala for wara ‘water’ (Tok Pisin),  with 
117 instances, deti (Tok Pisin) for tata or glapa ‘father’, with 144 instances; and nana 
‘small/cute/baby thing’, with a whopping 2514 instances. For pepe, wala, and deti, it 
is possible that most interviewees declined to list these because they are based on 
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Tok Pisin words (pekpek, wara and dedi). Consistent with the parents’ characteriza-
tion of the words listed in the table (as used both by small children and by adults 
when speaking to them), among the 25 words with any attested instances in the 
corpus, all but three (balut ‘plane,’ tun ‘pig,’ and ulu ‘sleep’) are used by both chil-
dren and their adult interlocutors.  

4. There are wide disparities in the weighted ratios of uses of putative baby-talk words 
by children vs. their use by the adult interlocutors. This variation occurs in both 
directions, with some of those words being used far more often by the children and 
some by the adults. For the words that occur only a few times in the corpus, this 
variation is not significant. So, limiting the count to the putative baby-talk words 
that occur ten or more times in the corpus, we can see the adult-to-child usage ratio 
ranges from 75–25 for nunu ‘kiss’ (n=34) to .03/99.7 (rounded to 0/100 in the table) 
for gu ‘house’ (n=382). 

5. In the Phonology section, we discussed six consonant mutations that have been 
observed in Ku Waru CDS: ɲ > n, ʎ/ʎ ̥> l, ɡʟ͡/k ͡ʟ ̥> l, r > l, r > t, and velar stops > alveolar 
stops. Only four of those six mutations are present among the items provided by 
the interviewees: ʎ/ʎ ̥> l (tali ‘peanut’), r > l (kal ‘car,’ kela ‘bird,’ ulu ‘sleep,’ wala 
‘water’), r > t (tait ‘rice,’ utu ‘sleep’) , and velar stops > alveolar stops (da ‘sweet po-
tato,’ tali ‘peanut,’ neta ‘red pandanus,’ tenapa ‘corn,’ tim ‘green vegetable,’ te ‘ex-
creta,’ tera ‘bird,’ tu ‘money/stone,’ tun ‘pig’).  

6. Although we are discussing Ku Waru CDS phonology and lexicon in separate sec-
tions in this paper, some of the items in Table 7 suggest that the distinction between 
the two is better seen as a cline rather than a categorical difference. As shown in 
the Phonology section, parents are aware of the systematic differences between 
children’s pronunciation of a wide range of Ku Waru consonants and that of adults 
and sometimes match their pronunciation of those consonants to that of children.  

  
The data above exhibit a disparity between what a community may acknowledge as 
appropriate words to use with children and actual practice. In the Ku Waru case, there 
is extreme variability in the extent to which adults identify and use baby-talk forms. 
We also note the absence of ɲ > n or ɡ͡ʟ/k ͡ʟ ̥> l mutations among the words cited by the 
interviewees. But there are also many differences that Ku Waru parents are aware of, 
and these play a part, both in how they speak to children, and in the lexical items they 
point to as stereotypic instances of it, or CDS shibboleths.  
 
CDS Lexicon: Nungon 
 
In her first nine months of immersion fieldwork on Nungon grammar, Sarvasy (2017) 
found that adults agreed widely that there were baby-talk lexical items in Nungon. As 
reported further in Sarvasy (2019), these have varying word classes, origins, and se-
mantics. A partial list is in Table 8. 
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Table 8. A selection of Nungon baby-talk lexical items with adult counterparts 
 

Baby-talk 
form 

Adult word 
(Towet Nungon) English gloss Origin of baby-talk form 

bui hup chicken the call by which Nungon  
speakers summon chickens 

buu yup (Nungon), 
barus (Tok Pisin) airplane onomatopoeia 

dada dat (older) sibling phonological modification 
dudu murong genitals unknown 
ede dogu ghost, spirit unknown 
mama mak mother phonological modification 
nana tanak food modification 
[ɣɪ] dee pitpit unknown 
nauk yamuk water phonological modification 
nou=ma unom=ma bogeyman phonological modification 
nunu i-no-ng yo- kiss unknown 
papa nan father Tok Pisin? 
tutu mum breast(milk) Tok Pisin? 
adö amök sit phonological modification 
aing yii- bite onomatopoeia? 
dai duo- sleep Tok Pisin? 
ding! di- burn/danger Co-opting of existing (ADS) form 
hoit honggit- grab phonological modification 
pait emo- fight Tok Pisin 
purik iwan- turn unknown 
toik towi- fix phonological modification 

 
Of the Nungon baby-talk forms in Table 8, some, like those for ‘water,’ ‘food,’ ‘air-
plane,’ etc. are used as nouns. Others, like ‘bogeyman’ and ‘genitals,’ can be used 
somewhat like adjectives, indicating that something is related or suggestive of a bo-
geyman, or that someone is revealing their genitals. These functions are not also 
found with the adult counterparts; for instance, the adult murong is strictly a noun, 
referring to the genitals, and someone who is dressed immodestly can be called mu-
rong-ni ‘genitals-ADJ,’ not murong without an adjectivizer. Still others have verbs as 
their non-baby-talk counterparts, like those for ‘turn,’ ‘grab,’ ‘sleep,’ and ‘bite’—but 
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the baby-talk forms do not inflect directly, like their non-baby-talk counterparts. Chil-
dren use these as stand-alone utterances, but in CDS, these are most often used in a 
complex predicate construction with an auxiliary verb to- ‘do,’ as in example (1): 
 
(1) Aing   to-wangka-k. 
 bite.BT do-NFUT.SG-3SG 
 ‘It will bite.’ [Lit.: ‘It will do biting.’] 
 
The adult way of expressing ‘it will bite’ requires the speaker to indicate, through an 
obligatory prefix on ‘bite,’ the person and number of the bitten argument, as in (2): 
 
(2) Ge-i-wangka-k. 
 2SG.O-bite-NFUT.SG-3SG 
 ‘It will bite you.’ 
 
At least two baby-talk forms do not have direct adult counterparts. When something 
is dangerous to touch, adults tell children ding! This looks like the form of the verb di- 
‘burn’ that occurs in multi-verb predicates, di-ng. But in CDS, ding! is used for both 
very hot things and for things that could be otherwise harmful—such as stinging tree 
leaves (here, this appears similar to Huli; Goldman, 1986, p. 200 [1.6, 1.8]). Such a 
warning is not used with adults. Also, the widely used baby-talk dada ‘sibling’ is used 
for both same- and different-sex siblings, but in non-baby-talk, the terms naat ‘differ-
ent-sex sibling,’ oruk ‘brother of male,’ and daa ‘sister of female’ are used. There is a 
rare non-baby-talk form dat ‘sibling,’ attested in one song, but this is not used in eve-
ryday parlance. 
 
Children learning Nungon vary in their own use of baby-talk verbs (Sarvasy, 2023b; 
this remains to be investigated for baby-talk nouns). The child TO produced 1–4 to-
kens of baby-talk verbs in each 1-hour recording session from age 2;3 through 2;7 (she 
was recorded for 1 hour per month), while the child AB produced only two baby-talk 
verb tokens in this period with a similar recording schedule of 1 hour per month, and 
only in one of his five recording sessions at these ages. The child MK produced only 
one baby-talk verb token across all 15 1-hour recording sessions she participated in 
from age 2;4 through 2;7, and the child MF produced no baby-talk verb tokens in any 
of her six recording sessions at 2;4 and 2;5 (Sarvasy, 2023b).  
 
This variation possibly relates to variation in use of baby-talk forms in Nungon CDS, 
illustrated in Table 9 (verbs) and Table 10 (nouns).  
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Table 9. Baby-talk verb and adult counterpart token counts (adult form token counts 
in parentheses) in Nungon CDS 
 

Child, age 
(# of sessions) Parent 

aing 
‘bite’ 

(adult 
yii-) 

toik 
‘arrange’  
(adult 
towi-) 

purik 
‘turn’ 
(adult 
iwan-) 

hoit 
‘grab’ 
(adult 

honggit-) 

adö 
 ‘sit’ 

(adult 
amök) 

pait 
‘fight’ 
(adult 
emo-) 

dai 
‘sleep’ 
(adult 
duo-) 

ding 
‘burn’ 
(adult 

di-) 
TO, 2;4 mother 1 (2) 0 (1) 2 (0) 2 (3) 0 (0) 0 (0) 1 (0) 0 (0) 
TO, 2;4 father 1 (1) 0 (2) 0 (1) 1 (15) 0 (2) 0 (0) 3 (0) 0 (0) 
TO, 2;5 mother 2 (0) 0 (0) 0 (0) 4 (1) 3 (2) 0 (0) 1 (0) 0 (0) 
TO, 2;6 mother 0 (0) 0 (0) 1 (0) 3 (1) 0 (2) 0 (0) 0 (0) 0 (0) 
TO, 2;7 mother 2 (0) 0 (2) 3 (1) 4 (3) 1 (4) 1 (0) 0 (0) 0 (0) 

AB 2;4–2;7 (4 sess.) father, mother 0 (3) 0 (14) 0 (1) 0 (13) 0 (10) 0 (1) 1 (7) 0 (1) 
MK 2;4–2;7 (15 sess.) father, mother 0 (39) 0 (30) 0 (22) 3 (144) 0 (27) 0 (0) 0 (25) 0 (5) 
MF 2;4–2;5 (6 sess.) father 0 (23) 0 (24) 0 (5) 0 (47) 0 (26) 0 (0) 2 (24) 0 (1) 
 
Table 9 shows the distributions of the eight baby-talk verbs from Table 8 in Nungon 
CDS to four children aged 2;4–2;7 (just 2;4–2;5 for MF); note that two of the verbs do 
not occur in CDS in this sample at all. The child TO’s parents produce a range of baby-
talk verb types, and multiple tokens, in each recording session at 2;4, 2;5, 2;6, and 2;7 
(in the table, there is just one 1-hour session at each age; the mother’s and father’s 
tokens are separated for the session at 2;4, but this was a single session in which both 
parents featured). This contrasts greatly with AB’s, MK’s, and MF’s parents when 
those children were of the same age; for these children, multiple sessions are repre-
sented within a single row in the table, since there are so few tokens of baby-talk verbs 
in these parents’ CDS. (MF and MK are from a 2019 study with dense recording proto-
cols, so these children were generally recorded for four 1-hour sessions during 1 week 
each month; at 2;6, MK was recorded for only three 1-hour sessions, and MF was rec-
orded for only two sessions at age 2;5.)  
 
While TO’s parents produce at least one token of all forms except toik and ding in these 
sessions, the parents of AB, MK and MF are attested as producing tokens of only two 
different forms during this period: hoit and dai. Yet this is clearly not an artefact of 
the conversational content: parents of all three children produced the adult counter-
parts to all baby-talk verbs with generally robust token numbers except pait ‘fight’ in 
the speech of the parents of MK and MF 
 
Similarly, TO’s parents produced more baby-talk noun tokens than the other three 
children’s parents in the same period, as seen in Table 10. Here, the nouns nauk ‘wa-
ter,’ buu ‘airplane,’ nana ‘food,’ and dada ‘sibling’ are counted in CDS per session (for 
TO) and across multiple sessions in the study period (AB, MF, and MK). TO’s parents 
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produce these multiple times per session, and in general, with higher frequency than 
the baby-talk verbs in Table 9. 
 

Table 10. Baby-talk noun and adult counterpart token counts (adult form token 
counts in parentheses) in Nungon CDS 

 

Child, age (# of sessions) Parent nauk ‘water’ 
(adult yamuk) 

buu ‘airplane’ 
(adult balus) 

nana ‘food’ 
(adult tanak) 

dada ‘sibling’ 
(adult: naat, 

daa, oruk) 
TO, 2;4 mother 3 (6) 3 (6) 10 (8) 12 (0) 
TO, 2;4 father 0 (2) 1 (5) 2 (0) 6 (0) 
TO, 2;5 mother 2 (2) 6 (12) 9 (0) 12 (0) 
TO, 2;6 mother 0 (4) 2 (0) 2 (0) 1 (1) 
TO, 2;7 mother 10 (0) 12 (17) 0 (2) 7 (4) 

AB, 2;4–2;7 (4 sessions) father, mother 0 (36) 1 (5) 0 (1) 10 (20) 
MK, 2;4–2;7 (15 sessions) father, mother 0 (136) 0 (108) 1 (84) 3 (7) 
MF, 2;4–2;5 (6 sessions) father 0 (21) 0 (11) 0 (20) 16 (3) 

 
In Table 10, baby-talk noun tokens are consistently present in CDS to TO between 2;4 
and 2;7. In contrast, the other parents produce only one baby-talk token of buu ‘air-
plane’ and one of nana ‘food’ in the study period, with 0 tokens of nauk, but they all 
produce more tokens of the endearing kin term dada ‘sibling’ than of these other 
nouns. This is clearly not because they never speak of water, airplanes, or food, as 
indicated through the token numbers for the adult counterparts to these nouns (Table 
10). It appears that the kin baby-talk term dada either features more heavily and 
widely in use in CDS than the three inanimate nouns in Table 10, and/or its use per-
sists in CDS even when parents have stopped using baby-talk terms for inanimate ob-
jects and substances. The prevalent use of baby-talk dada ‘sibling’ is likely related to 
the affective implications of its use to refer to a relationship between children (remi-
niscent of Schieffelin’s discussion of the importance of a particular sibling relation-
ship for Kaluli children; Schieffelin, 1990).  
 
Finally, Tables 9 and 10 show that even parents who use baby-talk verbs and nouns 
relatively frequently, like TO’s parents, do not use these in CDS to the exclusion of 
adult counterparts: TO’s parents generally use a combination of baby-talk terms and 
the adult counterparts in a single session. 
 
Lexicon Comparative Summary 
 
The new data we presented in this section show that Ku Waru CDS and Nungon CDS 
involve the use of special baby-talk lexical items that are recognized as such by speak-
ers, but that distribution of these items in child–caregiver interaction corpora is 
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mixed. We further showed that: a) for Ku Waru, at least, there is high variability in 
the baby-talk terms listed by individual parents, and b) for Nungon, at least, variation 
in degree of use of particular baby-talk verbs and nouns is not an artefact of conver-
sation topic. 
 

Morphosyntax 
 
Cross-linguistically, utterances in CDS are expected to feature fewer errors and to be 
shorter and simpler than in ADS, although fine-tuning of complexity and length to 
children’s abilities is also attested (Snow, 1995; Soderstrom, 2007). Only rarely is CDS 
reported to involve caregiver production of morphological forms that would be unac-
ceptable in ADS. For instance, an Inuktitut CDS sample involved a relatively small 
percentage of verbs (10%) and nouns (20%) that bore no affixes; in Inuktitut ADS, all 
verbs and nouns always bear affixes (Crago & Allen, 1997). Here, we first focus on 
evidence for and against morphosyntactic fine-tuning in Ku Waru and Nungon CDS, 
and then on morphological and syntactic structures that would be unacceptable in 
ADS but are used in CDS in these languages. 
 
Fine-Tuning: Clause Chaining and Multi-Verb Predicates in CDS 
 
In the first areas of morphosyntax considered here, clause chaining and multi-verb 
predicates, we consider whether there is evidence for fine-tuning of morphosyntactic 
complexity in Ku Waru and Nungon CDS to children as they develop. 
 
Papuan languages like Ku Waru and Nungon are known for a special sentence type 
that is not present in the grammars of Western European languages: clause chains 
(Sarvasy, 2024, forthcoming; Sarvasy & Aikhenvald, 2024a, 2024b). In a clause chain, 
one or more clauses with verbal predicates that are under-specified for, usually, tense 
and often other grammatical categories, combine with a single clause, usually the 
last, of which the verbal predicate bears full specification for all the grammatical cat-
egories marked on the verbs of independent clauses in the language. A Ku Waru 
clause chain is provided in (3). 
 
(3) olyo med       maket-ma-nga   pu-p    kalyip    baim  te-p 
 1PL  down.there  market-PL-GEN   go-NF.1  peanut  buy   do-NF.1 
 no-b      pilawa     lyi-p    no-b     pu-mulu 
 eat-NF.1     flour.balls  get-NF.1  eat-NF.1   go-FUT.1PL 

‘We’ll go down to the markets and buy peanuts and eat them and get 
some flour balls and eat them and then we’ll go.’ [Lit.: ‘As for us, going 
down to the markets, buying peanuts, eating (them), getting flour balls, 
eating (them), we will go (away again).’] (Rumsey et al., 2020, p. 4) 
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Example (3) is a clause chain sentence containing six clauses (in this clause chain, 
three of the clauses, no-b, no-b, and pu-mulu, comprise just a verbal predicate, with no 
explicit arguments). All of the clauses except the last one have a verbal predicate that 
lacks tense and subject number marking and bears only the first-person “non-final” 
verb suffix -p/-b. Only the last clause, pu-mulu ‘we will go,’ could function as an inde-
pendent clause; pu-mulu bears inflection for future tense and for plural number as 
well as first person; these categories are understood to apply to the entire preceding 
clause chain. 
 
In both Ku Waru and Nungon, clause chains contain a further fascinating feature: 
“switch-reference marking” (Haiman & Munro, 1983). With switch-reference mark-
ing, the non-final (also called “medial”) verbal predicates in clause chains must be 
marked in a binary fashion according to whether the subject of the upcoming clause 
will be co-referential with the subject of the present clause, or not. This is illustrated 
in (4a) and (4b), two short Nungon clause chains addressed to TO, 2;7: 
 
(4a) o    babiya-ya     ngo   to-nga         babiya   bög-in 
 CONJ book-2SG.POSS  PROX  SG.O.take-MV.SS  book    house-LOC 
 ong-i-roc-ma   ngo. 
 go-IRR-2SG-RF   PROX 

‘And taking this book of yours, you will go to school, here.’ 
(Mother to TO, 2;7, activity: teasing) 

 
(4b) ogo           nungon  na-una     aa-ha-rok?  
 SAME.LEVEL.NEAR what    eat-DS.3SG  see-PRES.SG-2SG 

‘Over there, it having eaten what, do you see it?’ 
(Mother to TO, 2;7, activity: looking at a picturebook) 

 
Both (4a) and (4b) are minimal clause chains of just two clauses: the non-final clause 
with verbal predicate that lacks tense marking, and the final clause with verbal pred-
icate bearing full specification for tense and subject information. But the verbal pred-
icate of the non-final clause in (4a), to-nga, is marked for “same-subject,” since its (un-
stated) subject, 2SG, is shared by the following, final clause. In contrast, the verbal 
predicate of the non-final clause in (4b), na-una, is marked for “different-subject,” 
since its (unstated) subject (a crocodile pictured in a book) differs from the subject of 
the following clause, 2SG. 
 
We are beginning to know more about how clause chaining features in CDS in lan-
guages that have this sentence type (Sarvasy & Choi, 2020a, 2020b), and data from Ku 
Waru and Nungon have played a central role in this recent expansion in knowledge, 
along with Japanese (Clancy, 2020, 2024), Korean (Choi, 2020, forthcoming; Sarvasy & 
Choi, 2024), and Turkish (Aksu-Koç & Ögel-Balaban, 2020, 2024). Clause chains are 
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robustly present in CDS, like discourse more generally, in clause chaining languages; 
in Korean and Nungon CDS, for instance, the non-final clause types used in clause 
chains are consistently more frequent than other non-independent clause types, like 
relative or complement clauses (Sarvasy & Choi, 2024). 
 
Clause chains contain multiple verbs, and these are predicates of different clauses 
within the chains, hence clause chains are complex, multi-clause sentences. Another 
type of complex morphosyntactic structure involving multiple verbs that is common 
in languages of PNG involves a single clause with a complex predicate. This is the 
multi-verb predicate, which encompasses both the more narrowly defined “serial 
verb construction,” which cannot contain any markers of dependence on the verbs in 
it (Aikhenvald, 2018) and, more broadly, any predicate type that contains more than 
one verb (Sarvasy, 2021a). The acquisition of multi-verb predicates is under-studied 
(Sarvasy, 2021b), and highly language-specific, but there is some evidence from Nun-
gon that children’s expansion of use of multi-verb predicates corresponds to an ex-
pansion in use of clause chains (Sarvasy, 2021). In the remainder of this section, we 
consider whether CDS in Ku Waru and Nungon shows evidence of age-related fine-
tuning in terms of morphosyntactic complexity. 
 
Clause Chaining in Ku Waru CDS 
 
Rumsey et al. (2020) is a detailed study of early clause chains in Ku Waru children’s 
speech from age 1;8 to 4;11. In a corpus of 32,760 reviewed utterances from those 
samples, we found that two-clause chains first appear in the data from the four target 
children between the ages of 1;9 and 2;10. Philip produces his first two-clause chains 
at 2;07, and Jacklyn at 2;10. Across the samples including all four target children, 
three-clause chains first appear between 2;11 and 3;3; four-clause ones at 3;10 (from 
Philip, the only child in sample older than 3;08); and five-clause chains at 4;07 (from 
Philip). For the two children for whom we have data beyond the age of 3:00, Jacklyn 
and Philip, there is a turning point at around that age (2;10 for Jacklyn and 3;0 for 
Philip), after which there at are least some child-produced clause chains in every ses-
sion; clause chains occur in 23% of Jacklyn’s verb-bearing utterances by 3;3 and in 
19% of Philip’s by 3;6. 
 
To investigate the extent of fine-tuning of clause chains in Ku Waru caregivers’ CDS 
with reference to that corpus, we counted clause chains in both child and adult speech 
and tabulated the incidence of clause chains of various lengths in the speech of care-
givers to Philip at six ages between 2;5 and 4;9 and to Jacklyn at five ages between 2;8 
and 3;4, and compared it to those of the children at the same sessions. 
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Table 11. Incidence and length of clause chains in samples from two Ku Waru 
speaking children and their caregivers 
 

Child Age 

Number of 
clause 
chains 

produced by 
child 

Average 
length of 

clause chains 
produced by 

child 

Longest 
clause chain 
produced by 

child 

Number of 
clause chains 
addressed to 

child by 
caregivers 

Average 
length of 

clause chains 
addressed to 

child by 
caregivers 

Caregivers’ 
longest 

clause chain 

Philip 2;05 0 NA NA 117 2.28 4 
 2;11 0 NA NA 98 2.27 4 
 3;05 19 2.00 2 85 2.31 5 
 3;10 49 2.20 4 96 2.36 5 
 4;03 55 2.07 3 131 2.39 6 
 4;09 96 2.17 4 133 2.33 6 

Jacklyn 2;08 0 NA NA 41 2.07 3 
 2;11 21 2.10 3 64 2.16 4 
 3;01 22 2.09 3 47 2.23 6 
 3;02 18 2.00 2 32 2.19 4 
 3;04 8 2.13 3 22 2.09 3 

 
With respect to the numbers of clause chains per session, Table 11 shows little evi-
dence for fine-tuning by the caregivers of either child. Philip’s caregivers use large 
numbers of them in the 2;05 and 2;11 sessions, where Philip uses none. In the 3;05 
and 3;10 sessions the caregivers use slightly fewer clause chains than they did at 2;11, 
while Philip’s usage climbs markedly, from 19 to 49. Between 4;03 and 4;09 it increases 
by another 57%, while the caregivers’ increases by only 1.2%. The average and maxi-
mum lengths of clause chains used by Philip’s caregivers show a smoother rise across 
the sample period than do clause chain counts. In that respect, they resemble the rise 
in Philip’s numbers of chains, but not the average and maximum lengths of his clause 
chains, which show more erratic developmental trajectories. 
 
It is harder to find evidence of fine-tuning as related to clause chaining in CDS by 
Jacklyn’s caregivers, probably because of the much smaller period for which data are 
available. Table 11 shows that Jacklyn’s caregivers produce fewer clause chains per 
session than Philip’s; we attribute this to two factors. First, the interactional style used 
by the caregivers in these sessions tends to involve firing simple, non-clause chain, 
questions at the child, and second, use of Tok Pisin (a non-clause chaining language) 
by both caregivers and the child is much higher in Jacklyn’s sessions in general than 
in Philip’s sessions (Rumsey, 2014); use of the non-clause chaining Tok Pisin could 
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“prime” discourse participants to use fewer or shorter clause chains in their Ku Waru 
utterances. 
 
Based on the same samples that are drawn on in the above discussion of frequency 
and length of clause chains, Rumsey et al. (2020, pp. 20–26) found little age-based 
structural simplification of clause chains in CDS in three other respects: 
1) in the kinds of clauses used by the adults vs. children; 
2) in the complexity of event structure within the clause chains; 
3) in the incidence of a certain optional morphological simplification of medial verbs. 
 
Note, however, that all of these findings pertain to interactions with children of 2;5 
and above. Further work would be required in order to determine the extent to which 
they are valid for interactions with younger children. 
 
Clause Chaining in Nungon CDS 
 
Like Ku Waru, Nungon features clause chaining, but with two main differences: for-
mal and distributional. First, Nungon medial verbs are formally simpler than Ku 
Waru medial verbs, in that they do not indicate temporal simultaneity or sequential-
ity. Second, in terms of switch-reference marking, Nungon discourse involves 
roughly equal proportions of same-subject (4a) and different-subject (4b) medial 
verbs, while Ku Waru discourse shows a strong preference for only same-subject me-
dial verbs (as in example (3); Rumsey et al., 2020; Sarvasy, 2020). This distributional 
difference bears out in the proportions of same- and different-subject-marked medial 
verbs in Ku Waru and Nungon CDS, and is reflected in a major difference in the de-
velopment of different-subject marking among children learning Ku Waru and Nun-
gon: Ku Waru-speaking children experience a major delay before producing clause 
chains with different subjects, while Nungon-speaking children do not (Sarvasy, 2020; 
Sarvasy & Choi, 2020b, 2024). 
 
For Nungon, the question of whether parents fine-tune their clause chaining to their 
children’s development was investigated in a somewhat different way from Ku Waru 
(see previous section), in that clause chain length in Nungon CDS was not directly 
investigated. Sarvasy (2020) simply quantified the proportion of a speaker’s total verbs 
per recording session that were medial (non-final) verbs. This was assessed for three 
children, Abraham, Niumen, and TO, and three of their parents: Niumen’s mother, 
and TO’s father and mother. A higher proportion of medial verbs suggests longer 
and/or more frequent clause chains. Results are shown in Figure 4.  
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Figure 4 shows that from the earliest developmental stages for which we have Nungon 
CDS data—2;01 for TO’s parents and 2;10 for Niumen’s mother—medial verbs are pre-
sent in the parents’ CDS. 
 
Both parents of TO show an increase in proportional use of medial verbs (relative to 
total verbs) from when TO is 36 months old (3;00), which is around the age (starting 
at 35 months) when TO herself begins to show a steeper increasing trend in medial 
verb proportions; this could be related to fine-tuning of parental speech. Similarly, 
Niumen’s mother’s proportional medial verb use shows an overall increasing trend 
from 2;11 through 3;3. (Niumen’s session at 2;10 may be considered an outlier, as the 
first session of the longitudinal study for him and his mother, involving less speech 
overall from Niumen’s mother than the other sessions, and involving the presence of 
additional interviewers, including Sarvasy, unlike other sessions.) Niumen’s mother 
shows her highest proportion of medial verbs in the final session at 3;3. Although Ni-
umen’s medial verb proportions do not climb as steadily upward as TO’s, his three 
highest medial verb proportions occur in the last three sessions of the study period. 
 
In sum, Nungon parental proportional use of medial verbs appears to broadly keep 
pace with children’s use, in a kind of fine-tuning. For TO, there is an extended period 
between 2;1 and 3;00 during which the proportional use of medial verbs by both TO 

 

Figure 4. Percentage of total verb tokens per session that were medial verbs, per 
speaker, Nungon sessions (Sarvasy, 2020, p. 9). 
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and her parents stays relatively low and stable. We have no data on Niumen or his 
mother’s productions before 2;10, but overall, both his and his mother’s proportional 
medial verb use show generally increasing trends from 2;11 on. Parents thus appear 
to be tailoring their speech, in terms of the use of medial verbs, at least, to the per-
ceived communicative abilities of their children. As seen in Sarvasy (2020), these two 
children show increases in clause chain numbers and number of clauses per chain by 
around 3;1, so it makes sense that their medial verb proportions increase around this 
age (since clause chains contain minimally one medial verb). 
 
Multi-Verb Predicates in Nungon CDS 
 
Nungon features multi-verb predicates (or multi-verb constructions, MVCs): serial 
verb-like constructions in which multiple verb roots, sometimes bearing dependent 
suffixes, combine in a single predicate. These differ from clause chains, in which me-
dial verbs serve as predicates of separate clauses. (In Ku Waru, there is no morpho-
logical difference between medial verbs and the verbs used in MVCs; Rumsey et al., 
2020; in Nungon, there is a clear morphological difference.) 
 
Sarvasy (2021) examined MVCs in the speech of Niumen (called NN there) and TO, 
and their parents. There, the overall frequency of MVCs was assessed through the 
ratio of MVCs to total utterances. Results are in Figure 5. 
 

Figure 5. Multi-verb predicates per utterance, by speaker (Sarvasy, 2021, p. 494). 
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Sarvasy (2021) interpreted Figure 5 to suggest a maintenance in parental MVC propor-
tions while the children produce relatively few MVCs themselves (through about age 
2;10), then a jump in adult use of MVCs around age 2;11 and continuing increasing 
trend thereafter. If true, this would fit with the finding above (interpretation of Figure 
4, medial verb proportions results) that parents’ clause chaining stays at a relatively 
steady level until about age three, when children’s clause chain production acceler-
ates; then there is a jump in parental clause chain production as well, and ongoing 
increasing trend. 
 
Special Alterations to CDS 
 
Although baby-talk lexicons are widespread, it is thought to be relatively rare for CDS 
to contain morphosyntactic structures that are unacceptable in ADS. But this is evi-
dent in two areas of Ku Waru and Nungon CDS: a special baby-talk form of the erga-
tive case suffix in Ku Waru CDS, and a special morphosyntactic expansion of simplex 
sentences in Nungon CDS. 
 
The Ku Waru CDS Ergative Marker Form 
 
As in many of the world’s languages (Dixon, 1979), Ku Waru grammar treats the sub-
jects of transitive verbs differently from those of intransitive verbs. Transitive verb 
subjects receive an ergative case suffix -ni/-n, under certain circumstances (for the 
relevant conditioning factors, see Rumsey, 2010). This marking is seen in (5):  
 
(5) Abak-n          marasin   tu-ru-m 
 man’s.name-ERG   fertilizer   hit/do-RP-3SG 
 ‘Abak pumped the fertilizer.’ 
 
In a study based on two of the same longitudinal runs as for the clause chain study 
discussed above, Rumsey (in Rumsey et al., 2013) found that ergative marking was 
first attested from one of the children, Jesi, at 1;10 and at 2;4 for the other, Enita, but 
that there were very few instances of it until 2;5 for Jesi and 2;9 for Enita. Despite the 
children’s sparse production of ergative marking early on, their caregivers invariably 
include ergative marking where appropriate from the earliest speech samples for the 
children (1;9 for Jesi and 1;8 for Enita), at about the same rate as in their ADS. 
  
However, among the ergative-marked tokens in Ku Waru child speech and CDS are 
some that use a distinct baby-talk form of the ergative marker: -na/-ne. An example 
from CDS is (6), spoken by John Onga to his son Jesi at the age of 3;11. 
 
(6) Alan-nga   redi-na     ung       nyi-kim 
 Alan-GEN   radio-ERG  words/talk say-PPR-3SG 
 ‘Alan’s radio is talking.’ 
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If this were produced in ADS, the ergative marker on redi ‘radio’ would take the form 
-n. In our samples, Jesi and Enita use both the -na/-ne variant and the -ni/-n one, with 
a preponderance of the latter, from the earliest stage at which they used any ergative 
marking.4 Their caregivers also use mainly the -ni/-n variant in their CDS, with occa-
sional instances of -na/-ne, as in (6). 
 
Nungon CDS Morphosyntactic Expansions 
 
Nungon speakers have been shown to use a special morphosyntactic expansion con-
struction in CDS to small children by which any lexical verb (e.g., ‘die’) can be used in 
nominalized form with the verb to- ‘do’ as auxiliary (e.g., ‘do dying’), in a way that is 
never done by adults in ADS. This “nominalization plus do auxiliary” construction was 
discussed initially for just TO’s parents in Sarvasy (2019) and then established as a 
community-wide practice in Sarvasy (2023b). It is illustrated in (7): 
 
(7) Father: Obö-k     to-wangka-k;    na-mo-k       to-i. 
       break-NMZ  do-NFUT.SG-3SG  1SG.O-give-NMZ   do-IMP.2SG 
       ‘It will do breaking; do giving it to me.’ (AB 1;5; Sarvasy, 2023b) 
 
In (7), the verbs obö- ‘break’ and na-mo- ‘give me’ are nominalized through the addition 
of an uninflecting -k to the verb root; they form a complex predicate with the verb to- 
‘do,’ which carries the tense, mood, and subject person/number inflections for the 
whole predicate. In standard Nungon ADS, this would never be expressed in this way; 
rather, the two lexical verbs would inflect directly, as: 
 
(8) Obö-wangka-k;     na-mo-hi. 
 break-NFUT.SG-3SG   1SG.O-give-IMP.2SG 
 ‘It will break; give it to me.’ 
 
The special CDS nominalization with ‘do’ auxiliary construction appears to be heavily 
present in the CDS of some parents to children in their second year of life, and is 
largely phased out in CDS by about 3;3. For instance, one parent uses this more than 
normal inflected verbs when his child is 1;5, but by the time that child is 2;3, the father 
uses almost all normal inflected verbs (Sarvasy, 2023b).  
 
Some children may seize on the nominalized verb forms used in this construction and 
then use them as an optional “default” verb form; this was the case for TO (described 
in Sarvasy, 2019), but not for three other children studied in the same age range (Sar-
vasy, 2023b).  
 

 
4 For the precise figures see Rumsey et al. (2013, p. 157). 
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Nungon verbs have dozens of inflectional forms, depending on tense (there are five 
grammatical tenses), mood, modality, and subject person/number (including singu-
lar, dual, and plural number values). Beyond this, verbs belong to seven different 
classes, based on the forms of the inflectional suffixes used with them. Class mem-
bership is lexically determined: it cannot be predicted on the basis of phonological 
characteristics of the verb roots. This makes for much morphological complexity for 
the child to master. 
 
When a verb is nominalized, this simplifies things in two ways: first, some verb clas-
ses share a nominalizing suffix, such that there are fewer nominalizing suffixes than 
verb classes (and consonant-final verb roots do not receive any suffix to function as 
nominalized). Second, nominalized verbs do not inflect for tense, mood, modality, or 
subject person/number; they bear an unchanging nominalizing suffix. The Nungon 
CDS nominalization plus ‘do’ auxiliary thus could be argued to scaffold child learning 
by presenting children with just one verb’s set of inflections to learn (the verb to- ‘do’) 
first, while other verbs are packaged as simple nominalizations. But all parents ob-
served thus far use this construction alongside directly inflected verbs; the questions 
of how and when they choose to use the nominalization plus ‘do’ auxiliary construc-
tion, and at what point their speech illustrates the full range of inflectional possibili-
ties for all verb classes, remain open for further study. 
 
Morphosyntax Comparative Summary 
 
We found some evidence of fine-tuning of morphosyntactic complexity in Ku Waru 
and Nungon CDS. For instance, in Ku Waru, there is a slight increase in overall clause 
chain length in CDS to older children, and the proportion of all clauses that are 
chained is greater in ADS than in CDS in general, suggesting that at some point adults 
begin to address older children using more clause chains. In Nungon, adults begin to 
use more chained clauses and more multi-verb predicates in speech to children from 
about the age of 3;0, which is also when Nungon-speaking children begin to use longer 
and more complex clause chains, and more multi-verb predicates. 
 
Both languages have a morphosyntactic CDS feature that is unacceptable in ADS. In 
Ku Waru CDS, there is a special baby-talk form of the ergative suffix, while in Nungon 
CDS, parents optionally expand simplex predicates into more morphosyntactically 
complex auxiliary constructions. 
 

Discussion 
 
We organize our discussion here according to the four areas of language presented 
above. 
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Prosody 
 
Our prosodic analysis of CDS in Ku Waru and Nungon compared the mean pitch and 
the pitch range with the ADS equivalents in both languages. The Nungon data in-
volved children aged 2;2–3;10, while the children in the Ku Waru dataset were aged 
2;4–3;3 at the time of recording. In the Nungon dataset, and for one speaker of Ku 
Waru (addressing a child aged 2;4), the mean pitch of CDS was found to be signifi-
cantly higher than that of ADS. These results are in line with the widely reported 
cross-linguistic tendency for higher pitch in CDS, reported without measurements for 
Huli CDS (Goldman, 1986) and attested but without statistical significance for Qaqet 
CDS (Frye, 2022). While two Ku Waru speakers showed no significant mean pitch dif-
ference between ADS and CDS in the analyzed dataset, their highest-pitched utter-
ances all occurred in CDS, not ADS. For Kaluli, Schieffelin (1990, pp. 102–106, 108–
110) remarks on the use of higher pitch and “exaggerated intonation and descent in 
melody” in playful interaction between an older sibling and a younger one, and in 
“teasing” between a mother and child, but does not explicitly link this to the child-
directed nature of the interactions. 
 
We found a slight difference between Ku Waru and Nungon pitch range in CDS vs. 
ADS. In Nungon, CDS pitch range was significantly greater than that of ADS across 
sexes—a result that aligns with general CDS expectations (Soderstrom, 2007) and also 
mirrors the findings reported for Qaqet (Frye, 2022). Ku Waru, on the other hand, 
showed no significant difference in pitch range between ADS and CDS in the dataset. 
As with mean pitch, however, the Ku Waru sampled utterances with the greatest pitch 
ranges were all CDS, not ADS. 
 
Phonology 
 
In both Ku Waru and Nungon, adults optionally modify consonants in CDS. In both 
languages, these modifications result in productions that resemble early child pro-
ductions. It seems clear that the adult modifications mimic child productions, rather 
than the other way around. For Ku Waru, for instance, children consistently have dif-
ficulty producing palatal nasals and laterals and the velar lateral phoneme until about 
age 2;6 or older (much older for the velar lateral), and so CDS optionally involves the 
replacement of these sounds with their alveolar equivalents, as occurs in children’s 
speech. Children learning Ku Waru also produce an alveolar /l/ or /t/ instead of /r/ and 
sometimes replace velar stops with alveolar ones, as adults occasionally do in Ku 
Waru CDS. In Nungon CDS, there are fewer documented consonant alterations than 
in Ku Waru: the prominent ones discussed in this paper are the replacement of /r/ 
with /l/ or the glide /y/, and the replacement of word-final /k/ with a glottal stop. It is 
noteworthy that CDS in both Ku Waru and Nungon involve the production of conso-
nant segments that are not part of the adult phoneme inventory yet are associated 
with early child speech production. These are the alveolar /l/ in Ku Waru (except in 
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words derived from Tok Pisin); and the /l/, glottal stop, and (word-initial) voiced velar 
fricative in the Towet dialect of Nungon. 
 
We can draw a distinction between the phenomenon of optional systematic conso-
nant alteration, and that of extra-phonemic sounds that obligatorily occur in just a 
particular baby-talk lexical item. The first type covers all the alterations described for 
Ku Waru CDS (and CS), and the general replacement of /r/ and word-final /k/ in Towet 
Nungon CDS. Such generalized replacements are also reported for CDS in the Papuan 
language Duna (Duna-Bogaia; San Roque & Schieffelin, forthcoming). In contrast, just 
the Towet Nungon baby-talk word for ‘pitpit’ begins with a voiced velar fricative, 
which is not a true phoneme of adult Nungon. This is not a widespread feature of 
Nungon CDS: it is confined to this baby-talk lexical item. Similarly, just one baby-talk 
lexical item in the East Sepik language Manambu begins with a sound that is extra-
phonemic for adults: a bilabial trill (Aikhenvald, 2008, p. 44). 
 
We have not yet studied the acoustics of vowels in Ku Waru ADS or CDS. The Nungon 
CDS vowel triangle has an equivalent size to that of Nungon ADS in adult dyadic con-
versation, so there is no evidence of vowel hyper-articulation in Nungon CDS. But 
vowel durations are overall longer in Nungon CDS to 2-year-olds than 3-year-olds, as 
is found in CDS in many other languages (Soderstrom, 2007). 
 
Lexicon 
 
Ku Waru and Nungon speakers have acknowledged widely used sets of “baby-talk” 
lexical items, like speakers of the Papuan languages Huli (Goldman, 1986), Mali (Bain-
ing; Stebbins, 2011, pp. 28–29), and Manambu (Aikhenvald, 2008, pp. 44, 138). Ku 
Waru and Nungon baby-talk terms include some with transparent origins, arising 
through: (a) modification of adult forms (as in only a small minority of Huli baby-talk 
forms; Goldman 1986, pp. 199–200), (b) onomatopoeia, or (c) borrowing from Tok 
Pisin (which, as in Manambu, is seen as an “easy” language for children; Aikhenvald, 
2008, pp. 615, 617, possibly boding ill for local language maintenance). Multiple forms 
in both Ku Waru and Nungon also exhibit “full lexical replacement” (like most Huli 
baby-talk words; Goldman, 1986, p. 199), showing no relation to the counterpart adult 
form, or having no single-word adult counterpart. We have no ready explanation for 
why the two languages, possibly related only in the deep past, share a baby-talk term 
for ‘kiss’: nunu.  
 
We presented new data on baby-talk lexical items for both Ku Waru and Nungon that 
go beyond general word lists to examine corpus distributions and individual varia-
tion. For Ku Waru, the 11 adults consulted by John Onga agreed that Ku Waru speak-
ers use baby-talk lexical items, but when asked to list these, their lists diverged to a 
large degree. Further, the most commonly cited baby-talk words were not necessarily 
the ones used most commonly in CDS in the Ku Waru child–caregiver speech corpus. 
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For Nungon, child–caregiver pairings differed in the frequencies of baby-talk lexical 
items for the age range 2;4–2;7. For both baby-talk nouns and verbs, we used compar-
ative counts of adult and baby-talk lexical counterparts to show that such differences 
were not an artefact of conversation topic. Further, caregivers who did use baby-talk 
terms tended to use both the baby-talk terms and their adult counterparts in CDS in 
the same sessions.  
 
Our findings on the existence, local awareness of, and widespread use of baby-talk 
lexical items in Ku Waru and Nungon CDS diverge from what has been reported for 
Kaluli (Schieffelin, 1990) and Qaqet (where adults interviewed in Tok Pisin provided 
just three examples of Qaqet baby-talk lexical items, despite the more robust use of 
baby-talk lexical items in closely-related Mali; Frye, 2022, pp. 149–150; Stebbins, 2011, 
pp. 28–29). But the evidence given against baby-talk lexicons for Kaluli seems to stem 
mainly from adult responses to questioning, while for Qaqet, Frye relies on the occur-
rence of baby-talk forms in retellings of the silent “Pear Story” video (Chafe, 1980), 
rather than in naturalistic corpus data. Cross-linguistically, Pear Story retellings are 
not known for containing baby-talk terms or being emblematic of CDS styles, so it is 
possible that the failure to produce baby-talk terms here is an artefact of the study 
design. 
 
Morphosyntax 
 
Our discussion of Ku Waru and Nungon morphosyntax focused on two areas: fine-
tuning of morphosyntactic complexity to children’s developmental stages, and non-
ADS-like structures. The aspect of morphosyntax that we discussed for both lan-
guages was clause chaining—a type of complex sentence with one or more non-em-
bedded dependent clauses that is widespread in Papuan languages. Ku Waru and 
Nungon CDS show similarities and differences in clause chaining. In both, clause 
chains are present in CDS from the earliest sampled children’s ages, and in the chil-
dren’s speech between 2;0 and 3;0, albeit in much lower proportions. In both Ku Waru 
and Nungon there is a turning point at around 3;0, after which the children’s clause 
chains become more frequent. But ADS differs across the two studies in that in Nun-
gon the children’s turning point coincides with an increase in the proportion of clause 
chains in the parents’ ADS, which has the effect of keeping it higher than the chil-
dren’s, whereas in Ku Waru CDS the proportion of clause chains is already high by 2;5 
and does not show a noticeable increase thereafter. Nungon multi-verb constructions 
(MVCs) in child speech and CDS show a similar pattern, with increases in both from 
about 2;11.  
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The apparent Nungon fine-tuning in number of clause chains in CDS versus the lesser 
degree of it in Ku Waru CDS is consistent with another aspect of our findings concern-
ing Ku Waru CDS after 2;5: its low degree of child-age-based structural simplification 
of CDS with respect to clause type, event structure, and morphology.  
 
The last two areas of morphosyntax that we examined show a further contrast be-
tween Ku Waru and Nungon CDS, in the extent to which CDS utterances comprise 
acceptable ADS-like utterances. Ku Waru adults consistently use well-formed, adult-
like utterances with regard to ergative marking: there is no indication that they some-
times omit ergative marking, even in CDS to children who do not yet use ergative 
marking reliably. But they do sometimes use a distinct baby-talk form of the ergative 
marker in the same environments where they use the adult form in their ADS. Nun-
gon adults do something that is cross-linguistically unusual (or at least poorly at-
tested): (a) they optionally produce longer and more syntactically complex utterances 
in CDS than in the ADS counterparts, bucking expectations that CDS utilize shorter 
and syntactically simpler sentences than ADS (Soderstrom, 2007), and (b) further, 
these expanded CDS utterances, while not strictly “ungrammatical,” are nonsensical 
and unattested in ADS. Here, Nungon CDS appears to sacrifice brevity and syntactic 
simplicity for the sake of morphological simplicity. 
 

Conclusion 
 
We have shown that speech directed to toddlers and preschool-aged children in Ku 
Waru and Nungon can have special qualities, different from those of conversational 
ADS, in multiple linguistic domains. It is important to remember that the features we 
describe have variable distributions within and across speakers at any given time 
point. Overall, the possible modifications available for CDS in both languages consti-
tute less a coherent “register” that speakers may slip into or out of, but more a menu 
of optional features, some apparently binary and some measured in terms of degree, 
which may be applied in conjunction with each other or separately, and which adults 
often apply variably within a single recording session. Our data thus confirm earlier 
researchers’ doubts about the notion of “register” (see references in Weinstein & Bald-
win, 2024) while confirming the use of adjustments in CDS for two Papuan languages. 
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NMZ nominalizer 
O object 
PL plural 
PNG Papua New Guinea 
PPR present progressive 
PRES present 
PRF perfective 
PROX proximal 
Q polar question 
RF remote future 
RP remote past 
SG  singular 
ss same-subject 
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Introduction 
 
Vocabulary checklists, such as the MacArthur-Bates Communicative Development In-
ventories (CDI, Marchman et al., 2023), are efficient and reliable tools for gleaning 
general measures of children’s lexical and grammatical development (Fenson et al., 
1994; Frank et al., 2021; Marchman & Dale, 2023). Rather than measuring a child’s 
actual lexical inventory or current morphosyntactic knowledge, these tools generate 
a quick snapshot of children’s overall language development that—combined with 
other information sources (e.g., interviews, longitudinal data, other assessments)—
can help identify delays in language development. 
 
Further, in understudied and underresourced language communities, checklists can 
help to rapidly map out some typical pathways for lexical development (e.g., Alcock 
et al., 2015; Southwood et al., 2021; Vogt et al., 2015; Weber et al., 2018), particularly 
when they complement observational and experimental data in the creation of lan-
guage acquisition sketches (Hellwig et al., 2021). Such sketches can be used to estab-
lish typical development milestones and learning materials for clinical and educa-
tional professionals who work in the language community and who support language 
maintenance. Such documentation may be especially useful for communities experi-
encing language endangerment—often due to colonization—when there is a strong 
interest in heritage language maintenance. Heritage language loss has been closely 
tied to the loss of cultural knowledge (Bromham et al., 2020; Kik et al., 2021; Maffi, 
2005), and child language development is an appropriate target for projects seeking 
to more broadly fortify cultural identity in colonized societies and minoritized com-
munities. 
 
The semi-standardized format of vocabulary checklists also makes cross-linguistic de-
velopmental comparison possible at an unprecedentedly wide scope: as we write this, 
researchers have begun the process of adapting the CDI into at least 117 language va-
rieties, and CDI data is freely available from over 92k children sampled across 42 lan-
guage varieties on the Stanford Wordbank archive (https://wordbank.stanford.edu/). 
Such large datasets can be used to identify trends in lexical development that crosscut 
structurally and culturally diverse language communities as well as clear points of 
variation in development that afford new insights into the human cognitive system 
(Braginsky et al., 2019; Frank et al., 2021). 
 
Adaptation, Not Translation 
 
Originally developed for US English-acquiring children, the CDI has been authorized 
for adaptation in 117 other language varieties, many of which now have available ad-
aptations (https://mb-cdi.stanford.edu/adaptations.html). The CDI adaptation mate-
rials speak of “adaptation” rather than “translation” of an instrument because the spe-
cific items on one list may not be culturally or linguistically appropriate for another. 

https://wordbank.stanford.edu/
https://mb-cdi.stanford.edu/adaptations.html
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For example, the relevant common animals, foods/drinks, household objects, and 
more, can be expected to differ between geographically and economically diverse 
language communities. Even when an item is relevant in multiple language commu-
nities, its meaning may substantially differ between languages, leading to false equiv-
alences at the item level. That said, highly overlapping conceptual categories can 
sometimes be identified across diverse lexicons (“unilemmas”), in which case they 
can provide unique insights into cross-linguistic conceptual development; an af-
fordance particularly useful when studying children learning more than one lan-
guage (Byers-Heinlein et al., 2024; Tan et al., 2024). 
 
Another important consideration for CDI adaptation is when and how to use inflected 
forms on the checklist. For example, in the language we focus on presently—Tseltal—
bare transitive verb stems are ungrammatical. There is no single inflected verb form 
for transitive or intransitive verbs that is so common or so representative of the major 
inflectional paradigms as a whole that it can confidently be used to assess vocabulary 
development. 
 
Lastly, while item adaptation is discussed extensively in the CDI’s online materials, 
adaptations in the manner of data collection are less often addressed. The CDI was 
originally intended as a fillable paper form that could be given to parents at a lab visit 
or via mail. This format has been seamlessly adapted to online data collection via se-
cure webforms (deMayo et al., 2021). However, for populations in which the primary 
caregivers are not comfortably literate in the language under study, in which a more 
conversational interaction is normatively appropriate, and/or in which primary child-
care is divided among multiple family members, the basic format of one participant 
filling out a written form is going to fall short of accurately capturing information 
about child development. 
 
Study Population 
 
The present study focuses on Tseltal-speaking families with small children. Tseltal is 
a Mayan language spoken by more than 500k people in southeastern Mexico. Most 
Tseltal-speaking communities sit in central and northeastern Chiapas. There are 
three primary dialect areas (north, central, and south); we focus here on the central 
geolect, specifically the variant spoken in the Tenejapan municipality. Linguistically, 
Tseltal has several typological features that are understudied in the language devel-
opment literature at large, including ergative-absolutive alignment, verb-first basic 
word order, an agglutinating and mildly polysynthetic morphology, a large inventory 
of “specific” verbs, an absolute frame of reference spatial system, ejective conso-
nants, and more (Brown, 1997, 1998a, 2008; De León, 1999a, 1999b, 2001; Polian, 2013, 
2017). 
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Tenejapa is a rural municipality in which subsistence farming (e.g., corn, beans, 
squash, potatoes, coffee, and more) is a primary way of life, often supported by one 
or more other sources of income (e.g., taxi driving, labor outside of the community, 
etc.). Most children in the sampled communities grow up primarily hearing and 
speaking Tseltal, though they may commonly encounter Spanish in some village ar-
eas (e.g., at public events on school grounds) and on television and the radio. Many 
Spanish words have been borrowed into the contemporary Tseltal lexicon, and share 
similar, if not identical, phonological forms with their original Spanish forms (e.g., 
wakax /wɑkɑʃ/ (Tseltal) vs. vaca (Spanish) “cow”; tijeras (Tseltal1 and Spanish) “scis-
sors”). Until they are walking reliably, around their first birthdays, Tseltal children 
spend most of their waking day in a sling worn by their mother. Sometimes another 
(typically female) relative carries the baby instead. Even after they are walking, young 
Tseltal children tend to stick close to their primary caregiver, and are often carried 
while they sleep or while the mother goes about her business in and out of the home. 
 
Thus, in our targeted age group, children spend the majority of their waking time in 
very close proximity to their primary female caregiver(s). Many Tseltal children grow 
up in multigenerational households that include the child’s parents and paternal fam-
ily (father’s parents and father’s brothers’ wives and children). Children and adults 
share some load in caring for young infants when the mother is not available, and it 
is common for married women to have 3–5 children; therefore our respondents have 
a great deal of experience caring for and observing children by the time they them-
selves reach motherhood. While Tseltal has previously been characterized as non-
child-centered (Brown, 1998b, 2011; Brown & Gaskins, 2014), infants’ primary care-
givers—in most cases, their mothers—have immense amounts of exposure to their 
children’s vocalizations from carrying and caring for them most of the day, most days. 
These caregivers are therefore extremely well positioned to report on what their chil-
dren say. 
 
Notably, there is a great deal of variation in the number of years of school Tseltal 
women currently complete, and even those who complete secondary education have 
very rare opportunities to read and write in Tseltal after the first two years of primary 
school (the language of schooling is Spanish). Therefore, any Tseltal checklist must 
be conducted via verbal interview. This technique has been used with vocabulary 
checklists before when interviewers cannot expect fluent literacy in the language(s) 
being examined (Alcock et al., 2015; Hamadani et al., 2010; O’Shannessy et al., 2024; 
Prado et al., 2018; Southwood et al., 2021; Vogt et al., 2015; Weber et al., 2018). 
 
 

 
1 20 years ago, this borrowing of Spanish “tijeras” was pronounced more like texerex /teʃeɾeʃ/ in Tseltal. 
However, the conventional Spanish form has since taken its place. There are many such cases in the 
everyday Tseltal lexicon, which affects the responses given in a vocabulary checklist task. 
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Method 
 
Our methodological approach strikes a balance between the MacArthur-Bates CDI 
guidelines for checklist adaptation and our team’s own immediate research priorities. 
We set out to create a vocabulary checklist that would be structured and collected 
such that our data could be used in large-scale cross-linguistic analyses (e.g., Word-
bank) while also maintaining sensitivity to local Tseltal accounts of typical early word 
knowledge—Tseltal early noun and verb development is the target of our current 
work involving this questionnaire. 
 
Our methods thus follow similar guidelines to what is suggested for a “Level 2” adap-
tation of the vocabulary checklist of the CDI, with three important exceptions: (1) Our 
present research questions motivated a close look at an age group (12–20 months) on 
the border of the CDI: Words & Gestures (W&G; 8–18 months) and CDI: Words & Sen-
tences (W&S; 16–30 months), so our adaptation initially included lexical and gram-
matical items from the US English W&S checklist and gesture items from the US Eng-
lish W&G checklist; (2) we only measured expressive item knowledge—and for most 
participants we additionally collected a reported phonological form of children’s 
word productions; (3) we paused the inclusion and further development of grammat-
ical items after getting uninterpretable data from a handful of early participants. 
 
As described below, we incorporate local accounts of typical early word knowledge by 
using our transcribed corpus of Tseltal child speech and, via an iterative process of 
checklist refinement, asking early participants to tell us any words their children say 
that were not included in the list they had just completed. Following the CDI adapta-
tion guidelines, the organization of items into semantic categories (e.g., “Animal 
names”, “Food or drink”) mostly aligns with the groupings suggested by the CDI board 
(which originate in groupings from the US English CDI checklist). However, some ex-
ceptions are noted below. Moreover, because “semantic category” is simply a type of 
metadata for each item, we note that the items can easily be subset and/or re-catego-
rized into more locally meaningful categories by anyone wishing to use these data in 
the future—one of many reasons why it is essential that we share all data for all items 
as openly as possible. 
 
Participants 
 
We collected checklist data from 84 Tseltal-acquiring children between ages 9 and 23 
months (mean = 16.03; 38 girls and 46 boys). This sample size for checklist responses 
is within the typical range for prior CDI adaptations at the pre-validation and pre-
norming stage; however, we note that sample sizes for studies targeting larger age 
ranges and studies associated with public health research can be much higher (e.g., 
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our unsystematic review reveals a range of N = 36–2,4182). Personal communication 
with CDI board members verified that there is no standard sample size for creating a 
preliminary adaptation, and that a more primary issue at this stage was identifying a 
range of easier and harder words within each checklist subcategory. We thus aimed 
for 75 participants for our preliminary checklist dataset, ultimately exceeding that 
goal with a final sample of 84 participants. Based on our past experience in these com-
munities, we had assessed a sample size of 75 to be feasible during a two-week bout 
of intensive testing during which we simultaneously ran other studies. 
 
To varying extents, all children also had direct and overheard exposure to Spanish, 
and sometimes other Mayan languages (e.g., Tsotsil) depending on the composition 
of their household. However, all children were reported by their primary caregiver(s) 
to hear Tseltal most of the time, to be typically developing, and to have no known 
problems in hearing, seeing, or speaking. Language background and typical develop-
ment were thus determined by simply asking the primary caregiver: (a) whether they 
spoke to the child only in Tseltal or also in Spanish or other languages (and, if the 
latter, how often) and (b) whether the child had any problems with hearing, seeing, 
or talking, or any other problems in developing. When caregivers reported exposure 
to a second language, they typically gave a verbal description of quantity or context 
(e.g., “sometimes” or “with his uncle”). Using this information, the experimenters 
(typically HGP and MC) verified that each child was Tseltal dominant (i.e., vast ma-
jority input in Tseltal) before proceeding. All participants resided in the mountainous 
Tenejapa municipality of central Chiapas. Checklists were collected in 12 rural vil-
lages within that municipality, between June and October 2023. The study plans were 
pre-approved by the University of Chicago Institutional Review Board (IRB23-0244). 
 
Checklist Items 
 
Initial Item Adjustments 
 
The vocabulary checklist reported here was developed over six iterations across the 
84 participants. As a starting point (Version 0), we reviewed the checklist used in 
Brown, Gentner, and Braun (2005), which was based on an adaptation of the US Eng-
lish MacArthur-Bates CDI (Fenson et al., 1994; Marchman & Dale, 2023; Marchman et 
al., 2023). The original Brown et al. (2005) Tseltal checklist contained 613 items across 
19 categories taken from the English CDI vocabulary checklist at that time, listed in 

 
2 N = 36 for Australian Aboriginal English/Kriol/Other in Jones et al., 2020; N = 50/58 for Kiswa-
hili/Kirigiama in Alcock et al., 2015; N = 100 for Czech in Jarůšková et al., 2024; N = 110/115/105/98 for 
Afrikaans/isiXhosa/South African English/Xitsonga in Southwood et al., 2021; N = 241 for Wolof in We-
ber et al., 2018; N = 566 for Changana/Ronga/Portuguese/Other in Vogt et al., 2015; N = 29/869 for Chi-
chewa/Chiyao and Krobo/Ewe/Twi/English in Prado et al., 2018; and N = 2418 for Bangladeshi in Ham-
adani et al., 2010. 
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order as: Sound effects and animal sounds (11); Animal names (37); Vehicles (8); Toys 
(9); Food or drink (46); Clothing (21); Body parts (22); Furniture and rooms (32); Small 
household items (49); Outside things and places to go (42); People (34); Games/rou-
tines (21); Action words (185); Words about time (13); Descriptive words (39); Pro-
nouns (17); Question words (8); Prepositions and location (15); Quantifiers (4). These 
categories are slightly different from those featured in the US English CDI checklist, 
with Brown’s adaptations for Tseltal including: (a) combining Outside and Places to 
Go, given that many relevant places to go are primarily outdoors or semi-outdoors; 
(b) considering all verbs under Action words, given that “Helping verb” is not a sensi-
ble linguistic category in Tseltal; and (c) removing the small and mixed category of 
Connecting Words, which in Tseltal could only include one subordinator, one subor-
dinator that also acts as a definite article, one coordinator that also acts as a preposi-
tion, and two borrowed conjunctions from Spanish. In our adaptation, we respect 
these category decisions by Brown, which still largely align with the CDI’s standards. 
 
In the early 2000s, Penny Brown interviewed the families of 5 young Tenejapan Tsel-
tal-acquiring children to document their vocabulary production and comprehension. 
The study was discontinued after the first 5 participants because the interviews lasted 
2 or more hours and because the experimenter (PB) maintained doubts about the chil-
dren’s true word production and comprehension, compared to what was reported on 
the form (Brown, personal communication). We ran through this entire checklist, via 
interview, with the mother of an apparently linguistically advanced 18-month-old 
boy. Most words on that initial checklist were presented as grammatical, bare lexical 
stems, but verbs were presented in the incompletive, first person singular form (e.g., 
ya x-ben-on /jɑ ʃbenon/ (I walk)) and body parts were presented with a first person 
singular possessive morpheme (e.g., j-k’ab /xk’ɑb/ (my-hand)). Following checklist 
completion, we reviewed candidate words that were not on the list, and also words 
that were on the list but were unlikely to be useful in tracking young children’s vocab-
ulary in that mother’s experience. This participant’s checklist was considered pilot 
data; it is not included in the primary analyses of the 84 children. 
 
In Version 1 of the checklist, using the pilot data from the advanced 18-month-old 
child, we cut the list down to 212 words and 9 gestures. We only asked about whether 
the child produced the word or not (i.e., we did not ask about comprehension). We also 
exploratorily asked about what kinds of sentences and errors the child was producing. 
These questions about sentences and errors elicited very different types of responses 
among the first three caregivers tested (N = 3; e.g., regarding errors: “none”, “not talk-
ing enough to say”, and “calling family members by the wrong name”). However, the 
other (word and gesture) caregiver responses appeared to function more reliably. In 
the process of conducting the first three interviews, we found it useful to provide mul-
tiple forms for each verb, namely: (a) a fully inflected incompletive first person form, 
(b) the same form without the aspect markers, and (c) the bare verb stem (e.g., for 
tsak /tsɑk/ (to take/grab) we would give the options “ya j-tsak, j-tsak, o tsak?” /jɑ xtsɑk/, 
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/xtsɑk/, or /tsɑk/). Caregivers were asked to respond ‘yes’ in the case that their child 
said any of the forms listed. The bare verb stem for transitive verbs (e.g., tsak) is un-
grammatical, but such forms are typically found in the spontaneous speech of Tseltal-
acquiring children (Brown, 1997), as they are in children learning other Mayan (De 
León, 1999b) and some polysynthetic languages (for a review, see Kelly et al., 2014). 
For each verb, caregivers were thus asked to report which of the options (if any) their 
child produced—in many cases, caregivers reported the bare stems. 
 
In Versions 2 (267 words; 9 gestures; N = 5) and 3 (263 words; 9 gestures; N = 7) we 
removed the sentence type and error questions, standardly added the three verb 
forms described above for all verb items, and added more words, especially harder 
words that were likely to be known only by older toddlers. We removed some words 
that were considered to be old fashioned, or which were homophonous with other 
items on the list (e.g., ja’ /xɑʔ/ is both the word for water and a demonstrative; we 
retained the former). Version 4 (263 words; 9 gestures; N = 3) maintained the same 
words as Version 3, but we changed how we asked about each item. Instead of simply 
asking whether the child produced each item or not, we now asked: “Does your child 
say this word? If so, how do they say it?” We would then write an impressionistic or-
thographic transcription of what the caregiver produced. For example, for xawin 
/ʃɑwin/ (cat), a typical response was: “‘yes’ the child says it” and they say it like “win 
/win/”.3 With this additional question, administrations of the checklist still typically 
only lasted 10–20 minutes in duration, and caregivers seemed to overall enjoy doing 
impressions of their young child’s productions. In Versions 5 (273 words; 9 gestures; 
N = 20) and 6 (299 words; 9 gestures; N = 46), we continued adding harder words and 
missing words typical of early production, in addition to making minor changes to 
item order and categorization (e.g., ton /ton/ (rock) was moved from the “Toys” cate-
gory to the “Outside things and places to go” category). We kept the same gesture 
items from Versions 1–6, but the gesture labels were reworded for greater clarity in 
Version 5 (the interviewer typically demonstrated the gesture, rendering the intended 
meaning clear in all cases). 
 
Final Item Selection 
 
As a final step, and following Alcock et al. (2015), we used the collected data to pare 
the list back down to ~250 items that include a range of earlier- and later-produced 
words within each sub-category of the checklist (e.g., Animal names; Vehicles; Toys; 
Food or drink; etc.). This process needed to be completed manually, and so was pre-

 
3 To demonstrate the diversity of reported productions here, the unique reported productions of xawin 
(/ʃɑwin/) among the 84 participants were: xawin, chawin, xamin, xiwin, xa, xaw, xux, waw, win, wixwix, 
and meumeu. Onomatopoeic form substitutions like “meumeu” were marked, but noted as a different 
form, as were word forms for the same referent in another language (e.g., gato, from Spanish). 
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registered on OSF (https://osf.io/z8hdk) to mitigate bias in item selection. Our process 
for item selection followed Alcock et al. (2015)’s description fairly closely: First, find 
items that reach 50% production at any month—these will be the core words for the 
list. Then, add the 20 least-frequently produced words among those that were known 
by at least 20% of children at any age. Then, add the 20 least-frequently produced 
words among those that were known by at least 5% of children at any age. These are 
the hard items—the ones we only expect older children to produce. 
 
We then generated the mean age of acquisition (AoA) for each item on the full list of 
299 words and systematically reviewed the currently included words for a relatively 
even distribution in the 12–20-month-old age range and within each sub-category 
(e.g., Animal names; Vehicles; Toys; Food or drink; etc.). When the AoA distribution 
appeared uneven, we added, removed, or swapped out items to improve the repre-
sentation of easier and harder words. In this process we also ensured that the verbs 
were somewhat balanced in transitivity, and that the transitive verbs included both 
specific and general verbs from Brown (1998a)’s list.4 We also checked that the nouns 
were fairly balanced in concreteness, animacy, and ability to be handled. We kept an 
eye out for near synonyms and removed them unless each individual item was sepa-
rately motivated (e.g., bistuk and bi yu’un both mean something like English “why”, so 
we removed the latter; quantifiers bayel and uts both mean something like English “a 
lot”, but the latter can also be inflected as an adjective). Where possible, we tried to 
keep mini sets of words within categories that are of theoretical interest (e.g., kinship 
terms, spatial terms, etc.). This process of scanning, swapping, and re-checking each 
sub-category and across age took many iterations. 
 
This final list of 251 words and 9 gestures was checked with our co-authors, which 
include a native speaker of Tenejapan Tseltal, a near-native speaker of Tenejapan 
Tseltal (who is a native speaker of the closely related language Tsotsil), and a linguist 
specializing in Tseltal. The final list was accepted for current analysis, but cases of 
potential “missing” items (e.g., lower-frequency household items and animals) were 
noted to be tested in future versions of the checklist. The 251 words include 231 words 
from Brown et al.’s (2005) CDI-inspired checklist. The checklist items thereby overlap 
substantially with the US English Words and Sentences CDI, including 113 of the 639 
unique unilemma concepts within the comparable categories of the US English Words 
and Sentences CDI.5 They are divided among sub-categories as follows: Sound effects 

 
4 This distinction is relevant for transitive verbs which are either very restricted in the patients they 
take (heavy/specific verbs: e.g., we’ /weʔ/ “eat-tortilla” and top’ /top’/ “shatter”) or which are instead 
very open (light/general: e.g., ak’ /ɑk’/ “give/put” and ai’y /ɑʔi/ “see/hear/perceive”). 
 
5 The 251 items also include 30 concepts not included in Wordbank’s current unilemma inventory: flea, 
louse, buzzard, VW Beetle, commuter pickup truck, cold cornmeal (beverage), warm cornmeal (bev-
erage), sombrero (hat type), wrap (clothing type), Tseltal skirt (clothing type), hammock, metal roofing 
material, stirring stick, peso, milpa (mixed-plant field), namesake, little one (term of endearment), 

https://osf.io/z8hdk
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and animal sounds (10); Animal names (16); Vehicles (8); Toys (5); Food and drink 
(21); Clothing (10); Body parts (14); Furniture and rooms (13); Small household items 
(19); Outside things and places to go (15); People (12); Games and routines (14); Action 
words (41); Words about time (6); Descriptive words (15); Pronouns (10); Question 
words (6); Prepositions and location (10); Quantifiers (6). 
 

 
Procedure 
 
Participants were recruited via word of mouth. As illustrated in Figure 1, participants 
were either interviewed by appointment, in their home, or came to visit the inter-
viewer(s) in another location during open testing hours (e.g., by a local school, in a 
neighbor’s house, etc.). Most participants signaled to the interviewer in advance 
when they would be able to meet, via verbal agreement, direct/text message, or phone 
call. When the interview began, participants were first engaged in a consent process 
that described the context for the research study, their right to stop at any time, and 
their compensation, among other topics (see Appendix A for the full points covered). 
Consent was sought in a series of informally phrased points, with wording varying 

 
Mrs (honorific type), Mr (honorific type), older sister or father's side aunt/cousin (kin type), older 
brother or older first cousin (kin type or honorific), older brother of a female (kin type), walk-on (greet-
ing), here-take (presentational word), okay/fine/agreed, let's go, sound to call chickens, perceive/ex-
perience, uphill, and downhill. 

Figure 1. Participants were verbally interviewed by native and near-native 
speakers who most often noted responses on paper copies of the checklist. 
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slightly from participant to participant to ensure a more conversational flow. In our 
experience, this more interactional form of consent is more effective in eliciting ques-
tions and demonstrations of understanding from participants. 
 
Once participants consented to participate, we began with the instructions. For each 
word, participants were asked to indicate if their child says (or used to say) that word 
and—for participant 16 onward (Version 4 onward)—how their child says it. During 
recruitment we asked to interview the child’s primary caregiver, which is typically the 
mother in this community. However, in practice, our interviews often additionally in-
cluded aunts, grandmothers, and older siblings who had spent significant time with 
the child and who were present during our interview period. Mothers were the pri-
mary interviewees, but attending family members sometimes offered their opinion 
on whether the child said a word or not, sometimes in response to a bid from the 
mother and sometimes spontaneously—ultimately we always accepted the mother’s 
final judgment. 
 
Participant responses were recorded in real time. When there were two interviewers 
present, one focused on talking with the caregivers and one on writing down re-
sponses. When there was only one interviewer present, they were responsible for 
both talking and writing. Consent and interviews were conducted by native or near-
native Tseltal speakers who reside in one of the testing villages (HGP or another team 
member). Foreign researchers (RF, MC) served only as second interviewers, noting 
down responses as they were given. Interviewers were typically able to complete this 
entire checklist interview process in 10–20 minutes. We additionally note that the 
brevity of this interview made it easy to combine checklist data collection with exper-
iment-based data collection in the same short visit (typically 20–40 minutes). 
 
Most data were collected on paper copies of the list, but early versions were directly 
typed into a spreadsheet on a laptop, and a handful of sessions were collected via pdf 
markup on a tablet computer. Any checklists collected by our local, independent in-
terviewer (HGP) were photographed and sent via encrypted message to our primary 
analysts (MC, KC, RF) for digital entry into the project database. Database entries were 
quality checked (MC, KC) prior to analysis. 
 

Results 
 
Our aim in the present paper is to test whether the checklist functions as expected, as 
an instrument designed to map variation in typical lexical development among Tsel-
tal-acquiring children. We divide our analyses into three parts: (a) age of acquisition 
checks, (b) age-related change, and (c) relative representation across checklist cate-
gories. In all of the analyses below we use children’s conceptual vocabulary (i.e., in-
clude an item if they are reported to say it in Spanish rather than the provided Tseltal 
item). The vast majority of reported productions—99.10%—aligned with the provided 
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Tseltal wordforms, or a referentially acceptable alternative in the speech community 
(e.g., substituting “darkness” for “night”; see Appendix C). Child wordforms reported 
in Tseltal varied between individuals, ranging from 92.59%–100% of items with Tsel-
tal responses (mean = 99.02%). If we use Tseltal-only responses rather than all re-
sponses, it makes no qualitative difference in any of the findings reported. We ex-
clude reported productions that don’t map well onto the intended target item, includ-
ing: associated words (e.g., “bite” for “snake”), overgeneralizations (“car” for “taxi”), 
and onomatopoeia used in place of object labels (e.g., “moo” for “cow”). The produced 
forms for the excluded items are nearly always captured by another item in the check-
list (e.g., “car” for “car”) and make up 0.66% (less than 1%) of the checklist responses 
we gathered. 
 
Note that because the checklist was developed in versioned waves, the 251 final items 
vary in the number of times they were assessed; 219 items have data from all 84 chil-
dren, 5 items have data from 76 children, 25 from 46 children, and 2 from 38 children. 
We do not impute missing data for any of the 251 items in the analyses below. Instead, 
we base proportions by item and by participant on the total data available for each 
case. 

 
Age of Acquisition Checks 
 
By design, the checklist should include a range of earlier- and later-acquired words 
within and across all sub-categories. In the methods, above, we described how we 

                                                                                                                                                                    
Figure 2.  Distribution of age of acquisition—the first age with ≥ 50% of participants 
producing the item—over all items. Items listed in the “NA” bar (far right) do not 
reach ≥ 50% production at any observed age. 
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attempted to achieve this distribution of word difficulties. Here we report on our suc-
cess in doing so. For each of the 251 words on the final checklist, we define the age of 
acquisition (AoA) as the first age at which at least 50% of the participants were re-
ported to produce the word. 
 
The distribution of AoA over the entire checklist is shown in Figure 2. Indeed, we see 
a reasonably balanced distribution of AoAs between 9 and 23 months, the ages tested. 
Note that 11.9% (N = 30) items did not achieve 50% production at any age. This is partly 
attributable to having relatively little data for children older than 20 months (N = 3 
children); based on collaborator discussion, we predict that many of these words 
would have an AoA before 24 months with more data collection (see Appendix B for 
further consideration on this issue). 

 
In Figure 3 we look at the data from a similar perspective, only this time breaking the 
data down by major syntactic types on the checklist, including three open-class cate-
gories (Noun, Verb, Adjective), a closed-class category (Closed class; e.g., pronouns, 
quantifiers), and a category for fixed expressions associated with everyday games and 
routines (Social routines). Again, we see that there are early, middle, and late AoAs 
within each type, though some categories are more limited in their spread than oth-
ers. For example, the first adjective AoA does not occur until 12 months. Other cate-
gories are slightly unbalanced in their AoA distribution. For example, there is a clus-
ter of social routine items acquired at 11 months. These slightly asymmetrical distri-
butions are expected, considering that some word types (e.g., social routines) are typ-
ically acquired earlier or later than others (e.g., adjectives) given differences in sali-
ence, frequency, conceptual complexity, etc. (Arunachalam & Waxman, 2010; Bates 
et al., 1994; Braginsky et al., 2019; Frank et al., 2021; Gentner, 2006). In general, how-
ever, the items in the present checklist meet the aim of including a range of relatively 

                                                                                                                                                                    
Figure 3.  Distribution of age of acquisition over all items, separated by major syn-
tactic types (Noun, Verb, Adjective, Closed class, Social routines). Items listed in the 
“NA” bar (far right) do not reach ≥ 50% production at any observed age. 
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easier and harder items within each sub-category. 
 

 
One final check on AoA distributions comes from the semantic sub-categories stand-
ardly associated with CDI checklists, such as: Food and drink, Vehicles, Clothing, and 
more. Figure 4 shows the AoA distributions for items within each content sub-cate-
gory. Similar to Figure 3, general skew across the observed age range is more appar-
ent for some categories than others (e.g., Question words tend to be acquired later; 
Food or drink words tend to be acquired earlier). But even in the smallest sub-catego-
ries (e.g., 6 or fewer items in each in the categories: Question words, Words about 
time, Toys, and Quantifiers) there is a clear spread in AoA. 
 
Overall, we find that the checklist effectively achieves its aim of including easier and 
harder words within each major sub-category and across the checklist as a whole. 
 
Age-Related Change 

Another checklist outcome worth assessing is age-related change. If the checklist is 
working as expected, we are very likely to see an increase in productive vocabulary 
size with age, particularly: evidence for an acceleration in word production starting 
around 18 months (Fenson et al., 1994; Marchman & Dale, 2023), and (more tenta-
tively) larger vocabularies for female than male children (Kachergis, Francis, & 
Frank, 2023; Mayor & Plunkett, 2011). To test these predictions, we fit Generalized 
Additive Model for Location, Scale and Shape (GAMLSS) models (Rigby & 

                                                                                                                                                                     
Figure 4. Distribution of age of acquisition over all items within each content sub-
category of the list, sorted from the latest acquired (upper left; Question words) to 
the earliest acquired (lower right; Sound effects & animal sounds). 
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Stasinopoulos, 2005) to generate approximate percentiles for overall vocabulary size 
across age, overall (Figure 5) and for female versus male children (Figure 6; see also 
Jackson-Maldonado et al., 2024). These models are restricted to assume monotonic 
growth, such that vocabulary size strictly increases across age.6 
 
In the overall data, the typical trajectory—at the 50th percentile—clearly suggests an 
acceleration in word production shortly after the first birthday. As children get older, 
and larger vocabulary sizes become more likely, we also see greater reported varia-
bility in observed vocabulary sizes, with an estimated spread between children in the 
10th and 90th percentile of 200 checklist words by 24 months. 
 
When we divide the data by child sex and examine the 50th percentile trajectories, we 
see that, numerically, female children are consistently reported to have larger vocab-
ularies. However, this difference is small and non-significant, providing no clear evi-
dence for early sex-based vocabulary differences in Tseltal. 
 

 

 
6 gamlss(produces ~ pbm(age, lambda = 10000), sigma.formula = ~ pbm(age, lambda = 10000), family = 
BE, data = vocab.data) 

                                                                                                                                                                     
Figure 5. Number of checklist items produced across age by individual children 
(gray dots), showing percentiles (10th, 25th, 50th, 75th, and 90th) for lexical 
production. 
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In sum, age- and gender-related differences in reported vocabulary size, as measured 
by the checklist, largely accord with patterns observed previously in the literature us-
ing the checklists in other CDI instruments (Fenson et al., 1994; Jackson-Maldonado 
et al., 2024; Kachergis et al., 2023; Marchman & Dale, 2023; Mayor & Plunkett, 2011). 
 
Relative Representation Across Checklist Categories 
 
While we do aim to have a range of easier- and harder-to-acquire items within each 
sub-category of the checklist, we can expect systematic differences in word learning 
between categories due to their salience, conceptual complexity, and more (Aru-
nachalam & Waxman, 2010; Bates et al., 1994; Braginsky et al., 2019; Frank et al., 2021; 
Gentner, 2006). Our final analysis thus sketches preliminary evidence for variability 
across the checklist’s content categories, such as Animals, Small household items, 
Food or drink, and more. 
 
Following Braginsky et al. (2019), we use a measure of relative representation to un-
derstand whether children’s production of words within each sub-category is greater 
or lesser than we would expect on the basis of random, unbiased development. The 
analysis makes use of the idea that, if lexical development is unbiased, children 
should know words in any category proportionally to their overall word knowledge. 
So, a child who produces 50% of the words on the checklist should, on average, 

                                                                                                                                                                      
Figure 6. Number of checklist items produced across age by individual male (red) 
and female (blue) children, showing the estimated trajectory for the 50th percen-
tile of lexical production in each group. 
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produce 50% of the words within any given sub-category. If that child produces more 
than 50% of the words in a sub-category, we can consider that category to be relatively 
over-represented. If the child produces less than 50% of the words in a sub-category, 
it would be relatively under-represented. 
 
We can make some broad predictions for this analysis based on work from the Word-
bank team (Braginsky et al., 2019; Frank et al., 2021). Namely, while sub-category 
rankings vary across languages, some domains show consistent over-representation 
in development (Sounds, Games & routines, and Body parts) while others show con-
sistent under-representation (Places and Time words, Frank et al., 2021). The Tseltal 
data are consistent with this prediction (Figure 7). Sounds, Games & routines, and 
Body parts make three of the four most over-represented categories. Spatial and Time 
words are within the six most under-represented categories. 
 

 
We can assess the extent of bias in learning by measuring the area between the diag-
onal (unbiased learning) and the fitted line (observed data). Again, following Bragin-
sky et al. (2019), we randomly sub-sampled and measured this area 1,000 times to cre-
ate bootstrapped 95% confidence intervals around the estimated bias size. The result-
ing estimates and confidence intervals are shown in Figure 8. Sub-categories with ef-
fect size distributions overlapping with zero show no evidence for bias in learning; 
those below zero show evidence for under-representation, and those above zero for 

                                                                                                                                                                    
Figure 7.  Distribution of age of acquisition over all items within each content sub-
category of the list, sorted from the latest acquired (upper left; Question words) to 
the earliest acquired (lower right; Sound effects & animal sounds). 
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over-representation. 
 
The bootstrapping analysis suggests a significant overrepresentation of Sounds, 
Games & Routines, and Body parts, among other categories, as well as a significant 
underrepresentation of Time words and Spatial words. The pattern accords well with 
the cross-linguistic predictions based on empirical observations from Wordbank 
(Frank et al., 2021). 
 
In brief, variability across checklist sub-categories accords with the most consistent 
patterns found in prior work on the vocabulary checklists of CDI instruments. 
 

 
Discussion 

This paper documents the creation of the first validated Tseltal vocabulary checklist. 
Based on a checklist first developed by Penelope Brown and Dedre Gentner, we col-
lected data from 84 participants in an iterative development process that resulted in 
a 251-word checklist. Through this iterative process we were able to develop an 

                                                                                                                                                                    
Figure 8.  Bootstrapped relative representation effect sizes (x-axis) for word pro-
duction across each content sub-category of the checklist (y-axis). 



 Language Development Research  
 
 
 
 
 

Volume 5, Issue 3 
 

263 

inventory of items that are partially shared with other checklists but also reflect local 
caregiver reports on Tseltal children’s early word production. Following CDI adapta-
tion guidelines, these items are organized into standard CDI semantic categories, but 
could equally be rearranged and re-sampled to create more linguistically and contex-
tually organized semantic categories for Tseltal children, depending on the relevant 
research question (e.g., based on shared semantic roots across syntactic classes, like 
lo’ /loʔ/ “eat-soft” and lo’bal /loʔ.bɑl/ “banana” [literally: eat-soft-NOMINALIZER]). 
The list and its associated dataset are therefore ready to be used and further devel-
oped for both comparative and language-specific work on Tseltal. 

The checklist displays reasonable variability within and across categories in age of 
acquisition, replicates basic patterns of age- and sex-related change, and demon-
strates expected over- and under-representation patterns in the checklist’s sub-cate-
gories given past findings (Bates et al., 1994; Braginsky et al., 2019; Fenson et al., 1994; 
Frank et al., 2021; Gentner, 2006; Jackson-Maldonado et al., 2024; Kachergis et al., 
2023; Marchman & Dale, 2023; Mayor & Plunkett, 2011). In this brief discussion, we 
review the benefits of creating such an instrument for Tseltal before considering the 
most important next steps for continued instrument development. 
 
Potential Uses of This Instrument 
 
Vocabulary checklists are multi-purpose tools; we hope that this vocabulary checklist 
for Tseltal will be of use to a variety of professionals working in the fields of Tseltal 
(and perhaps more broadly, Mayan) child development. We have here tentatively 
concluded that the checklist broadly behaves like the vocabulary checklists of other 
CDI instruments, implying that it is likely useful for generating a lexically grounded 
snapshot of children’s overall language development (Fenson et al., 1994; Frank et al., 
2021; Marchman & Dale, 2023). The checklist may therefore, in the future, prove help-
ful in designing educational materials and identifying delays in linguistic develop-
ment. We would, however, very strongly warn against using this checklist on its own 
as the foundation for decisions about intervention or education. Substantial further 
work that includes longitudinal data, test-retest reliability estimates, external valida-
tion, and more, will be required before the instrument can be treated as a reliable 
clinical tool. Furthermore, adequate application and further development of the in-
strument, where it concerns clinical treatment of children and clinician training, will 
necessarily involve the integration of observational data and interviews, among other 
data sources. 
 
All that being said, these preliminary data collected using the checklist already begin 
to outline the distinct patterns in lexical development—along with expected sources 
of variability—that characterize Tseltal language development. These patterns can be 
leveraged to inspire language learning materials aimed at fortifying indigenous lan-
guage maintenance efforts. The same patterns can help speak to the human capacity 
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for language learning at large; similarities and differences in Tseltal lexical develop-
ment may help us infer the adaptive capacities that underlie language learning across 
the diverse developmental milieux in which language is acquired. 
 
The realization of this potential will only be achieved if the anonymized data, docu-
mentation, and analysis tools are freely and openly available to community members, 
clinical and educational professionals, and researchers. Sharing these aspects of the 
project redundantly and making sure they are well and securely disseminated is pos-
sible thanks to resources such as the Open Science Framework, the Wordbank ar-
chive, GitHub, and the CIESAS website (see Appendix A for links to each resource). 
Fully open materials will help ensure the healthy further development of this instru-
ment over time. 
 
Next Steps 
 
The analyses in the present paper suggest that the checklist is, basically, functional 
in its current form. However, there are a number of clear future directions to take to 
ensure its usefulness and to further establish its validity (see Jarůšková et al., 2023). 
Regarding usefulness, we still wonder whether we have missed important words. Our 
ideal items are highly informative as developmental indices and additionally carry 
information about some linguistic or cultural feature that informs our stories of how 
Tseltal children develop (in particular) or our theories of human language cognition 
(in general). One example along these lines would be small lexical sets of spatial terms 
or kinship terms, which have setting-specific importance and also directly bear on 
theories of cognition (Bates et al., 1994; Clark & Sengul, 1978; Gentner, 2006; Mitchell 
& Jordan, 2021). There is also the important matter of ensuring that these items make 
sense across the major dialects of Tseltal. 
 
In addition to new words and word substitutions, it would be useful to make two fur-
ther structural changes to the checklist. First, we tried initially to ask about word com-
binations and errors, but our preliminary adaptation of these questions elicited highly 
variable response types. It is worth trying again, in a future iteration, to ask about 
morphosyntactic development. In a language with such a rich inflectional morphol-
ogy (Polian, 2013), and with many aspects of morphosyntactic development well-cap-
tured in observational work (Brown, 1997, 2008; De León, 1999b, 1999a, 2001), there 
is a clear utility for a quick, rough measure of grammatical development. The second 
structural change would be to separate the checklist into two instruments: one aimed 
at younger children (akin to the Words and Gestures CDI instrument) and one aimed 
at older children (akin to the Words and Sentences CDI instrument). Our present 
checklist is aimed somewhere between these two traditional checklist populations—
from the time just before first words to first word combinations. Our present age sam-
ple reflects the current needs of our research team, which is focused on a bigger pro-
ject concerning lexical development in 12–20-month-olds (note that here we have 
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allowed data collection up until 24 months). However in the long term it would be 
useful to have separate instruments as have been used in most other CDI adaptations. 
 
Finally, there is a great deal more we could do to validate the instrument, internally 
and externally. Future steps should include longitudinal data collection, test-retest 
reliability measures, independent vocabulary measures, and more. Along with these 
efforts will come another necessary addition: much more data from many more chil-
dren. These validation efforts are key to our interpretation—and thus application—of 
the checklist data. Should the checklist be used for clinical interventions, it will be-
come especially urgent to establish these validity measures, in collaboration with cli-
nicians, educational professionals, participant families, and other stakeholders. To 
better scale in these circumstances we may also need to consider a compromise be-
tween written parental report (the traditional method) and spoken parental interview 
(our current method). Following our Australian colleagues, we could consider a digi-
tal survey that features sound files for each word and an intuitive data-entry interface 
(O’Shannessy et al., 2024). 
 
Conclusion 
 
We present a preliminary vocabulary checklist for tracking the lexical development 
of children acquiring Tseltal as their primary language. The checklist displays many 
of the expected patterns for the vocabulary checklists of instruments based on the 
MacArthur-Bates CDI. We discuss important avenues for further development in the 
future. 
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Appendix A: Links to Further Materials 
 
Find the current and archived checklist, instructions, anonymized data, scripts, and 
more at one of the links below. 
 
1) Open Science Framework (OSF) repositories: 

a) https://osf.io/z8hdk contains… 
i) Method preregistration: the pre-registered methods for developing the 

Tseltal checklist reported in this paper (up to version 6). 
b) https://osf.io/g2spx/ contains versioned archives of… 

i) Data: the anonymized data and participant for the children’s 84 checklists 
reported on in the current paper, 

ii) Scripts: all associated analysis scripts (including what is required to re-
produce this document), 

iii) Checklists: blank printable and editable copies of the most current check-
list version(s) (in pdf, docx, and xlsx), 

iv) Instructions: blank printable and editable copies of the most current 
checklist instructions (in pdf and docx), 

v) Consent example: a pdf copy of the consent page we used for verbal con-
sent in the currently collected data, 

vi) Study metadata: a general description of the study and reference to this 
paper for more details, 

vii) Contact information: up-to-date contact information for those who have 
follow-up questions 

2) The CIESAS website (https://sureste.ciesas.edu.mx/polian-gilles/) contains ar-
chives of… 
a) Checklists: blank printable and editable copies of the most current checklist 

version(s) (in pdf, docx, and xlsx), 
b) Instructions: blank printable and editable copies of the most current check-

list instructions (in pdf and docx), 
c) Consent example: a pdf copy of the consent page we used for verbal consent 

in the currently collected data, 
d) Study metadata: a general description of the study and reference to this pa-

per for more details, 
e) Contact information: up-to-date contact information for those who have fol-

low-up questions 
3) The WordBank repository (https://wordbank.stanford.edu/) contains… 

a) Data: the anonymized data and participant for the children’s 84 checklists re-
ported on in the current paper, 

b) Study metadata: a general description of the study and reference to this pa-
per for more details, 

Contact information: up-to-date contact information for those who have follow-up 
question 

https://osf.io/z8hdk
https://osf.io/g2spx/
https://sureste.ciesas.edu.mx/polian-gilles/
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Appendix B: Alternative Age of Acquisition Estimates 
 
We were unable to establish an AoA based on proportional production (≥ 0.5 produc-
tion) for 11.9% (N = 30) of the items on the checklist. As one reviewer pointed out, we 
can alternatively use binomial regression to estimate age of acquisition for all the 
items on our checklist, including the 11.9% that yielded no AoA in the current sample. 
We ran a logistic mixed-effects regression of whether or not a child produced an item 
(1/0) that included a fixed effect of child age in months (numeric) and a random effect 
of checklist item (factor). We then used the ggeffects package in R (Lüdecke, 2018) to 
estimate an AoA for each item. Below we plot the AoA distributions, which range from 
5 months (unrealistic) to 31 months, with AoAs for most words sitting between 12 and 
30 months. Peak acquisition rates for this list were estimated to be between 18 and 24 
months. 

                                                                                                                                                                      
Figure SM1. Distribution of model-estimated age of acquisition—the first age with 
≥ 50% of a sample estimated to produce the item—over all items.  
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Figure SM2. Distribution of model-estimated age of acquisition over all items, sepa-
rated by major syntactic types (Noun, Verb, Adjective, Closed class, Social routines). 
 
 

 
Figure SM3. Distribution of model-estimated age of acquisition over all items within 
each content sub-category of the list, sorted from the latest acquired (upper left; Ques-
tion words) to the earliest acquired (lower right; Sound effects & animal sounds). 
 
 

Appendix C: Data Pre-Processing and Marking of Alternatives 
 
Participant responses were recorded by an experimenter in real time, either digitally 
or on paper (see Methods for details). These individual responses were then copied 
over (by MC or KC) to a single spreadsheet that we use for analysis. We passed through 
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the spreadsheet many times to identify potential errors that emerged during data re-
cording or data transfer. Experimenters are moving fast through the list during the 
interview, and so—while the vast majority of responses are sensible and interpreta-
ble—there were occasional inconsistencies in how responses were recorded. First, 
and most commonly, an onomatopoeic form was accepted in place of its associated 
noun label (e.g., “moo” for “cow”). We trained experimenters to verbally accept these 
responses verbally but to not write them down, considering that these onomatopoeic 
forms were already captured in the Sounds category. Second, mothers reported chil-
dren producing a wide variety of alternative referring forms children use in place of 
the list item we asked about (e.g., “darkness” for “night”). To address these inconsist-
encies adequately, we created a marking system: 

• Canonical: word forms in Tseltal and/or relating directly to the standard forms 
offered in the list (which sometimes come from Spanish). These canonical 
forms are spelled orthographically in the coding, with no additional mark up. 

• In-language alternative: productions recognizable as pragmatically and se-
mantically appropriate equivalent forms in Tseltal—but differing from the 
standard, expected item word form—were accepted if they could feasibly be 
the dominant way of referring to this concept in that child’s family. These in-
language alternative forms are spelled orthographically in the coding, and are 
enclosed in a single pair of parentheses. 

• Other-language alternative: productions in Spanish or another language that 
were recognizable as pragmatically and semantically appropriate equivalent 
forms in Tseltal—but differing from the standard, expected item word form—
were accepted if they could feasibly be the dominant way of referring to this 
concept in that child’s family. These other-language alternative forms are spelled 
orthographically in the coding, and are enclosed in a double pair of parenthe-
ses. Note that many of the standard list items are shared directly with Spanish; 
those items are considered “canonical” Tseltal productions, since they repre-
sent expected borrowings. 

• Excluded: productions that did not satisfy the research aim of identifying chil-
dren’s recognizable target wordforms for the items on the list. These most of-
ten included onomatopoeia as substitutes for target items (e.g., “moo” for 
“cow”) but also included non-adult-like over-extensions (e.g., “car” for “taxi”) 
and the production of an associated word in place of the target word (e.g., 
“bite” for “snake”). These excluded forms are spelled orthographically in the 
coding, and are enclosed in a single pair of square brackets. We note that, 
while the decision to exclude these responses may under-count some chil-
dren’s productive vocabularies (if, e.g., other researchers find onomatopoeic 
substitutes acceptable), they make up 0.66% (less than 1%) of the checklist re-
sponses we gathered. 
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Three other formatting decisions were made in conducting digital data entry that fa-
cilitate the use of this parenthesis-based coding and the identification of unique forms 
per list item: 

• multi-word responses are separated by underscores (e.g., “ya_xban”) 

• multi-alternative responses are ordered as follows: canonical > (in-language 
alternative) > ((other-language alternative)) > [excluded] 

• recorded forms that only varied based on non-phonological, non-meaningful 
variation in continuant length were collapsed into a single form (e.g., for the 
sound a car engine makes: “rr”, “rrrr”, “rrr” were all converted to “rrrr”) 
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Abstract: While decades of research have demonstrated that the quality of linguistic input children 
receive from adults has significant effects on their language development, more recent work suggests 
that the quality of that input is affected by the environmental context in which it is delivered. In the 
current study, six teachers were audio-recorded teaching four- and five-year-old children similar 
content in either a museum, their classroom with museum resources, or their classroom with typical 
classroom resources. Quality of input was measured in terms of the proportion of decontextualised 
talk, wh- questions, rare words and multi-clausal sentences produced. Teachers produced a 
significantly higher proportion of decontextualised talk when teaching in the museum compared to 
teaching in the classroom with regular classroom resources. However, teachers used the highest 
proportion of rare words when teaching with museum resources in the classroom compared to the 
other two contexts. These data demonstrate that different learning contexts lend themselves to 
different aspects of high-quality input, with implications for children’s language development. 
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Introduction  
 
In recent decades, extensive research has been dedicated to uncovering the factors 
which may affect the rate at which children successfully acquire the necessary lan-
guage skills to thrive. A critical factor is the linguistic input children receive, and its 
profound effect on children’s early language development has been repeatedly 
demonstrated (e.g., Hart & Risley, 1995; Hoff-Ginsberg, 1985; Huttenlocher et al., 
2002; Rowe, 2017). Importantly, many studies have demonstrated that quality, not just 
quantity, of linguistic input plays a key role (e.g. Rowe, 2012). Importantly, however, 
recent work has demonstrated that the environmental context linguistic input is re-
ceived in can also affect language learning (Lester, Theakston & Twomey, 2023; 
Tamis-LeMonda et al., 2019). However, while the focus of research has largely been 
on parental language, a substantial amount of language input to school-age children 
comes from their teachers. Thus, in the present exploratory study, we examined 
whether there was a relationship between the quality of linguistic input children re-
ceive from their teachers and the context in which they receive it, with a particular 
focus on museum contexts and teaching resources. Below, we review existing evi-
dence demonstrating the importance of language input for language development 
and discuss the effects of input quality (the richness and complexity of the language 
children hear) on early acquisition.  
 
Linguistic Input from Caregivers  
 
An extensive body of research has shown that language development in children is 
influenced by the linguistic input that they receive. There is now a consensus that a 
rich input, in terms of quantity, diversity, and complexity, promotes language devel-
opment and leads to more rapid language acquisition (Hoff & Naigles, 2002; Rowe, 
2008). Much previous research on the effects of linguistic input has focused on the 
sheer quantity of words (word tokens) heard by children and suggests this is positively 
correlated with vocabulary growth (Hart & Risley, 1995; Huttenlocher et al., 1991). 
However, recent years have seen a growing interest in the role of quality in linguistic 
input. Previous studies have defined input quality in a variety of ways, uncovering 
positive relationships between linguistic quality and children’s language develop-
ment across a range of language areas and stages of development (e.g. Blything et al., 
2019; Huttenlocher et al., 2002; Rowe, 2012; Salo et al., 2016; Uccelli et al., 2019; Weiz-
man & Snow, 2001).  
 
For instance, there is accumulating evidence that the number of open-ended ques-
tions addressed to children is positively related to their language development (Hoff-
Ginsberg, 1985; Rowe et al., 2017; Shatz et al., 1989). Open-ended questions, often 
characterised as wh- questions—that is, questions that begin with who, what, where, 
when, why or how—are thought to provoke more thoughtful and sophisticated re-
sponses compared to closed questions which require a simple yes or no answer (Ping, 
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2014). Moreover, when children attend to non-verbal environmental cues such as 
their caregiver’s eye-gaze or potential referents of new words whilst simultaneously 
being exposed to wh- questions, they are given the opportunity to practice linking ref-
erents to objects. In particular, even in cases where children do not know the answer 
to a question, they are able to use both the question and non-verbal cues to determine 
the answer, thus developing their verbal reasoning skills (Rowe et al., 2017). In-
creased parental use of wh- questions has been positively related to children’s auxil-
iary verb usage (Hoff-Ginsberg, 1985), vocabulary size (Blake et al., 2006; Rowe et al., 
2017; Salo et al., 2016) and better verbal reasoning skills (Rowe et al., 2017). This grow-
ing body of evidence highlights the importance of wh- questions in linguistic input, 
and their role in developing and enhancing the language skills of the young language 
learner.  
 
However, other research highlights the importance of alternative facets of input qual-
ity. In particular, an increasing number of studies show that parents’ use of decontex-
tualised talk positively enhances children’s language acquisition (Gillam et al., 2012; 
Rowe, 2013; Rowe, 2012). Decontextualised talk is defined as language used to discuss 
absent objects or events occurring in the past or future (Snow, 1990), and often takes 
place when speakers are engaged in narrative, explanatory or pretend discussion 
(Snow et al., 2001). Decontextualised talk is considered more conceptually complex 
than contextualised talk, as children cannot rely on the visual context for comprehen-
sion, and it often includes more sophisticated vocabulary (Rowe, 2013). The propor-
tion of decontextualised talk in linguistic input is positively related to children’s later 
vocabulary, narrative comprehension and production (Beals, 1997; Katz, 2001; Reese 
et al., 2010; Snow et al., 2001), reading comprehension (Snow et al., 2001) and ability 
to provide formal definitions (Katz, 2001), skills that are essential to children’s literacy 
development (Cunningham & Stanovich, 1997). Specifically, Rowe (2012) found that 
four-year-old children who were exposed to a higher proportion of parental decon-
textualised talk, particularly narrative utterances, had larger vocabularies one year 
later compared to those who heard less decontextualised talk. Rowe suggested that by 
exposing their children to narrative about topics that are removed from the present, 
parents challenge children to think abstractly and scaffold their child’s ability to pro-
duce similar discourse, thus promoting their child’s vocabulary development.  
 
In addition to exploring the effects of decontextualised talk, Rowe (2012) also found 
that the proportion of sophisticated vocabulary (defined as words not commonly 
known by children aged 9-10 years) used by parents with their 30-month-old children 
was a stronger predictor of children’s vocabulary size one year later than the quantity 
of talk that children were exposed to. Rowe argues that by this age, children have had 
substantial exposure to commonly used words and are ready to acquire more difficult 
and sophisticated vocabulary. Thus, sophisticated vocabulary is more beneficial to 
children of this age in terms of vocabulary size than sheer quantity of talk. Similarly, 
Weizman and Snow (2001) found that the proportion of sophisticated words heard by 
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5-year-old children during interactions with their mother’s predicted variance in vo-
cabulary skill during their first and third year of school (see also Beals, 1997).  
 
Linguistic Input in Childcare or School Settings  
 
Much of the existing research focuses on the quality of the linguistic input children 
receive from their primary caregivers who are often a child’s initial source of input 
(although largely in WEIRD [Western, Educated, Industrialised, Rich and Demo-
cratic] cultures). However, as soon as children start full-time education, linguistic in-
put from teachers constitutes a significant proportion of the language they hear: chil-
dren spend an average of 32.5 hours a week in a typical UK classroom over the course 
of an academic school year (Department for Education, 2022). Consequently, re-
searchers have begun to recognise that a significant proportion of a child’s linguistic 
input may come from within their childcare setting or school, and that there is a con-
sequent need to understand the nature of this input and its effects on language devel-
opment. Studies focusing on the nature of the input children receive from teachers 
participating in normal teaching or classroom-based conversational activities have 
shown that when children receive high quality input from teachers (specifically, a 
higher proportion of multi-clausal sentences, decontextualised talk, and use of more 
varied word types), their communication skills, language development, and reading 
abilities accelerate (e.g., Bowers & Vasilyeva, 2011; Dickinson & Porche, 2011a; Hut-
tenlocher et al., 2002). For instance, Huttenlocher et al. (2002) found that the quality 
of teachers’ linguistic input to three- to four-year-old children was positively related 
to the children’s syntactic development; when teachers used a higher proportion of 
multi-clausal sentences, children’s comprehension of these structures increased over 
the school year. In addition, lexical richness – that is, the number of different word 
types used by teachers – predicted children’s vocabulary growth (Bowers & Vasilyeva, 
2011), and teachers’ use of decontextualised talk has been found to have similar posi-
tive effects on children’s vocabulary production and comprehension (De Temple & 
Snow, 2003; Mascareño et al., 2016). These effects have been found to last beyond 
early primary school (Burchinal et al., 2008; Dickinson & Porche, 2011a; Mashburn et 
al., 2009) and have also been observed in pre-school contexts where the language of 
education was different from the children’s home language (Gámez, 2015, see also 
Bowers and Vasilyeva, 2011).  
 
Linguistic Input and Context  
 
So far, we have discussed evidence that the quality of the linguistic input provided by 
teachers in normal classroom interactions and during book reading activities can 
have a positive impact on children’s language development. However, the linguistic 
input children receive, and thus the quality of that input, can be affected by the con-
text in which it is provided.  Again, the vast majority of research on how linguistic 
input differs between contexts focuses on the input provided by primary caregivers 
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(e.g., Noble et al., 2018; Tamis-LeMonda et al., 2017; Tamis-LeMonda et al., 2019).  
However, there is a handful of studies that compare teacher input across contexts, to 
begin to address this gap in the literature (e.g., Chaparro-Moreno et al., 2022; Cote, 
2001; Massey et al., 2008). For instance, differences in teachers’ linguistic input have 
been found between different activities in the classroom. In a corpus analysis of 2,928 
utterances in 453 conversations that 13 preschool children had with peers and teach-
ers during a typical school week, Chaparro-Moreno and colleagues (2022) found that 
in activities that were mainly led by teachers such as circle time (whole class discus-
sion) and reading, teachers used more decontextualised talk compared to activities 
such as centre time, where children move around more freely and have more auton-
omy over their interactions.  Similarly, Farrow, Wasik and Hindman (2020) found that 
teachers used more complex sentences during book reading, compared to the ‘morn-
ing message’ or other small group activities. Further, Cote (2001) found different pat-
terns in teachers’ and children’s use of sophisticated vocabulary in different learning 
contexts.  Children used significantly more sophisticated vocabulary during circle 
time compared to book reading, mealtime, and free play. In contrast, teachers used 
significantly more sophisticated vocabulary during free play than at mealtime, and 
significantly less during book reading than mealtime (excluding the words from the 
book itself in the analysis). 
 
Gest et al. (2006) explored how teachers’ linguistic input differed across book reading, 
free play and mealtime contexts with three- and four-year-old children from 20 Head-
Start classrooms in the USA. They found that teachers provided the highest rate of 
rich and complex child-directed talk (in terms of the variety of vocabulary, the pro-
portion of extended, elaborated utterances, and the introduction of new concepts, 
ideas and information) during book reading, a finding they suggested was due to the 
new and varied language teachers used when asking and answering questions about 
a new book. In contrast, teachers provided the highest rate of pretend talk in the free 
play context, as they often assumed the role of play enhancer, encouraging pretend 
and imaginative play amongst children. Teachers used less rich and challenging talk, 
but more decontextualised talk at mealtimes compared to the book reading and free 
play contexts, which likely reflected the standard mealtime etiquette.  
 
There is some evidence from more detailed studies of book reading in classrooms to 
suggest that these aspects of teacher input quality translate to children’s vocabulary 
acquisition. For example, several studies show that providing explicit definitions of 
target words during book reading activities is positively related to pre-school and re-
ception-aged children’s receptive and expressive vocabulary growth (Beck & McKe-
own, 2007; Coyne et al., 2009; Gonzalez et al., 2010; Hadley et al., 2016; Wasik et al., 
2016). There is also substantial evidence to suggest that incorporating questions into 
book-reading interventions is beneficial to word learning (Dickinson & Porche, 2011b; 
Dickinson & Smith, 1994; Sénéchal, 1997). For example, Sénéchal (1997) found that 
three- and four-year-old children’s expressive and receptive vocabulary gains were 
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greater when teachers incorporated ‘what’ or ‘where’ questions into their book-read-
ing activities, compared to when teachers focused solely on producing the words con-
tained in the book, and in a study with 14 teachers and their teaching assistants in 
their classrooms with their 4-year-old students, Massey and colleagues (2008) found 
that teachers used more cognitively challenging questions during shared book read-
ing, compared to any other classroom activity. Cognitively challenging ques-
tions were defined as those that were conceptually focused (i.e., focused on non-pre-
sent objects or past and future events) and included eliciting inferences or predic-
tions, analysing information, and discussing vocabulary in this study. 
 
Importantly, although much of the linguistic input from teachers is provided in the 
context of formally taught lessons in a classroom environment, this is not always the 
case (Barnes et al., 2020). Although this body of literature goes some way to uncover-
ing how linguistic input from teachers differs between different classroom-based ac-
tivities, to-date, few studies have explored whether delivering teaching outside of the 
classroom environment has any effect on the quality of the linguistic input children 
receive. In particular, museums are a popular destination for school trips and may 
offer enhanced learning experiences for children (Henderson & Atencio, 2007). In-
deed, some researchers have suggested that information-rich museum environments 
provide an ideal learning context to promote language learning in young children 
(Henderson & Atencio, 2007; Kola-Olusanya, 2005; Rodriguez & Tamis-LeMonda, 
2011). Henderson and Atencio (2007) proposed that museums’ attractive exhibits and 
the presentation of open-ended questions promote conversation amongst visitors, 
and encourage children to actively explore their environment, thus creating language 
learning opportunities. One possibility is that museums are contexts that encourage 
caregiver/teacher language input that is high in quality, for example by promoting 
the use of rare words, wh- questions and decontextualised talk. It is therefore im-
portant to understand how different educational contexts, that is, different environ-
ments/locations and/or teaching resources and activities, may affect the linguistic in-
put that teachers provide.  
 
The Present Study  
 
In the present study we aim to close this gap in the literature by exploring whether 
the quality of the linguistic input teachers provide differs when delivering the same 
learning activity (a) in a classroom with regular classroom resources (b) in classroom 
with museum resources, and (c) in a museum context with access to a wider variety 
of resources such as exhibits, information signs, and knowledgeable staff. In line with 
previous research, we chose to measure language quality in a variety of ways that have 
previously been found to enhance children’s language development. Specifically, we 
asked whether the proportion of wh- questions, utterances containing decontextual-
ised talk, multiclausal sentences and rare words used by teachers differed between 
contexts.  
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Although previous work suggests that there could be effects of context on linguistic 
input, the present study is exploratory in nature, aiming to highlight what these ef-
fects may be. Classroom-based teaching shows differences in the quality of input as a 
function of the learning activity (e.g., Chaparro-Moreno et al., 2022; Gest et al., 2006; 
Massey et al., 2008), though it is unclear whether this is affected by the types of class-
room resources used in any given activity. Moreover, while classroom resources often 
include books which promote quality talk (e.g. Cameron-Faulkner & Noble, 2013; 
Wasik et al., 2016), museums provide enriched visual, unique learning contexts which 
could promote more decontextualised talk (e.g., Kola-Olusanya, 2005). Thus, for the 
current study, we do not make any directional hypotheses concerning which contexts 
might promote different types of high-quality input. 
 

Method 
 
Participants  
 
Our sample consisted of six female teachers all of whom taught reception-aged chil-
dren [4-5 years] at an inner-city primary school in the North West of England, UK, 
with a majority of pupils learning English as an additional language. Participants were 
recruited through a partnership between the school where they worked, a local mu-
seum and a university, and took part on a voluntary basis. Participants provided in-
formed, written consent prior to taking part in the study. Participants were between 
the ages of 21-44 years. Participants had an average of 11.5 years’ teaching experience 
(SD = 4.68). Five participants were monolingual English-speaking, and one participant 
was a bilingual English and Urdu speaker. English was the first language of all partic-
ipants, and all teaching was delivered in English.  
 
Procedure  
 
Each session was delivered to a unique group of 11 to 14 children from the year group, 
with no child participating in more than one session. A single teacher led each ses-
sion, although individual teachers delivered multiple sessions across different groups 
as indicated below. Due to Covid-19 and the associated restrictions, half of the ses-
sions were taught prior to the Covid-19 outbreak with the 2019 Reception cohort of 
children, and half of the sessions were taught post-Covid-19 outbreak with the 2020 
Reception cohort. Due to one failed recording, the final dataset consisted of 11 rec-
orded sessions - three in the museum, three in the classroom with museum resources, 
and five in the classroom with regular classroom resources (see Table 1). For the two 
teachers who taught in both the museum context and the classroom with regular 
classroom resources context, one taught in the museum first, followed by the class-
room with regular classroom resources, and the other taught in the classroom with 
regular classroom resources first, followed by the museum.  For the three teachers 
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who taught post-COVID-19 pandemic, two taught in the classroom with museum re-
sources first, followed by the classroom with regular classroom resources, and the 
other teacher taught in the classroom with regular classroom resources first, followed 
by the classroom with museum resources. 
 
Table 1. Number of sessions taught in each context by participant.  
 
Participant Number of sessions taught in each context 
 Museum Classroom with 

museum resources 
Classroom with regular 

classroom resources 
Teacher 1 1 0 0 
Teacher 2 1 2 1 
Teacher 3 1 0 1 
Teacher 4 0 0 1 
Teacher 5 0 1 1 
Teacher 6 0 1 1 

 
All teaching sessions pre-Covid-19 were taught over the course of three consecutive 
days; thus, the teachers who taught their sessions prior to the COVID-19 pandemic 
taught their second session either one day or two days after teaching their first ses-
sion. All teaching sessions post-Covid-19 were taught over two consecutive days 
meaning teachers taught their second session the day after teaching their first. 
Teacher 2 taught four sessions in total as she had a class of children in the target year 
group both pre-Covid-19 and post-Covid-19. Teachers were unaware of the purpose of 
the study until they were debriefed at the end, and the lead researcher was present 
during all teaching sessions, though they were not directly involved with the session.  
 
All teaching sessions were themed around the topic of insects, and the central goal of 
all sessions for all teachers was to teach children six novel vocabulary items (names 
of insects). The researcher (first author) instructed each teacher to spend approxi-
mately 20 minutes per session teaching these vocabulary items using the resources 
available in each context. While teachers were given flexibility in how they used the 
resources, they independently chose to use them in very similar ways across the three 
contexts. When teaching in the museum, teachers could use the insect displays in the 
exhibit: boxed specimens of each of the target insects that had been preserved for 
educational purposes, small plastic magnifying glasses, and a microscope. When 
teaching in the classroom using museum resources, teachers used the boxed speci-
mens from the museum. When teaching in the classroom using standard classroom 
resources, teachers used coloured, laminated images of insects, and a book titled Eve-
rything Insects by Carrie Gleason (produced as part of the National Geographic for 
Kids range). The six participants collectively agreed prior to the beginning of the 
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study that these resources reflected those that they would typically use in the class-
room. Teachers were told they were free to use the resources in a way that reflected 
their individual teaching style, which ensured conditions were as natural as possible 
whilst controlling the materials used. Each taught session lasted approximately 20 
minutes. Teachers were audio recorded using an Olympus DS-3500 digital voice re-
corder worn on a lanyard around their neck.  
 
Transcription 
 
All recordings were transcribed by the lead researcher verbatim in English using 
CLAN (MacWhinney, 2000). Only the teachers’ speech was transcribed – any audible 
child speech was omitted. The flow of teacher speech was divided into utterances. We 
defined ‘utterance’ as having a single intonational contour within a single conversa-
tional turn and consisting of one or more syntactic units (e.g., constituents or 
clauses). An utterance was usually preceded and followed by a pause (Huttenlocher 
et al., 2010). A second coder transcribed a random 10% of the recordings. Agreement 
on exact wording and the breakdown of speech into utterances averaged 92% (range 
= 85% - 97%).  
 
Analysis of speech  
 
Transcripts were coded and analysed by the first author. No transcribed utterances 
were excluded from the analysis. Transcriptions were coded for quality of teacher 
talk. Specifically, in order to measure quality, transcriptions were coded for utter-
ances containing wh- questions, decontextualised talk, multi-clausal sentences and 
rare word vocabulary (a measure of lexical richness), as defined in the coding scheme 
below. Finally, we performed between-setting comparisons for each measure.  
 
Coding Scheme: 
 
We created a coding scheme based on those previously used by Gest et al. (2006), Hut-
tenlocher et al. (2002; 2010), Noble et al. (2018), Rowe (2012), and Snow et al. (2001). 
For our measures of wh- questions, decontextualised talk and multi-clausal sentences, 
we coded every utterance spoken by teachers as either containing each of the varia-
bles of interest (coded 1) or not (coded 0) to enable analyses to be conducted on the 
proportion of use of each measure as a function of the overall number of utterances 
produced. For our rare words measure, it was necessary to collapse the data across 
participants and teaching sessions to determine the total proportion of rare words 
used in each context (i.e. total rare words used per context / total words used per con-
text). These measures were defined in the following ways:  
 

Wh-Questions: utterances transcribed with a question mark and having wh- 
question syntax in the main clause- who, what, where, why, when and how (e.g. 
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“What can you see?” “Where are its wings?”).  
 

Decontextualised Talk. talk about people, places, things, and events that that 
happened in the past or will happen in the future (Gest et al., 2006; Rowe, 2012) (e.g. 
“There was one of these in my garden once” “I was bitten by one of these on holiday”). 
Talk about events that took place just minutes before but were no longer taking place 
in the present moment were also treated as decontextualised talk (e.g. “We’ve just 
looked at the beetles.”).  This is consistent with other definitions in the literature, such 
that decontextualised talk can encompass either a spatial or a temporal detachment 
from immediate context (Snow et al., 2001). Spatially detached talk encompassed any 
references to things not immediately present. This includes discussions about people 
or places that are not physically there (Gest et al., 2006), interpretations of others’ in-
tentions or mental states (DeTemple, 2001), and abstract language use such as offer-
ing definitions and explanations of concepts that cannot be directly observed (Rowe, 
2012). 
 

Multi-Clausal Utterances. utterances containing more than one clause (e.g. 
“Have a look inside the box and then pass it on.”). Additionally, utterances that con-
tain more than one lexical verb were coded as multi-clausal (e.g. “she sat and listened 
carefully.”).  
 

Rare Words. Word tokens with a Log Zipf Frequency of three or below on the 
Subtlex database (van Heuven et al., 2014) were considered rare. The Subtlex-UK 
word frequencies are based on a corpus of 201.3 million words from 45,099 BBC 
broadcasts. There are separate measures for primary school children (the CBBC chan-
nel), which was the measure used for the present study; van Heuven et al. also present 
the word frequencies as Zipf-values (values 1-3 = low frequency words; 4-7 = high fre-
quency words).  
 
Reliability of Coding: 
 
Across all transcripts, there was a total of 4,879 utterances. A second coder coded a 
random selection of 10% of the transcripts. Agreement when coding wh- questions 
was 98.2% with a Cohen’s kappa value of 0.92. Agreement when coding for decontex-
tualised talk was 93.3% with a Cohen’s kappa value of 0.66, and agreement when cod-
ing for multi-clausal sentences was 93.5% with a Cohen’s kappa value of 0.58. As only 
a subset of the data was coded for reliability, no changes were made to the coding 
where disagreements occurred. Rare words were coded automatically against the 
SUBTLEX database using (version 4.1.1; R Core Team, 2021).  
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Results 
 
Across the three 20-minute recordings in the museum, there was a mean of 490 utter-
ances per recording (range: 424-549). Specifically, there was a mean of 433 utterances 
across the five 20-minute recordings in the classroom with classroom resources 
(range: 372-475), and a mean of 438 utterances across the three recordings in the class-
room with museum resources (range: 302-585). Analyses of input quality measures 
between contexts were carried out using the lme4 package (Bates, Maechler, Bolker, 
& Walker, 2021) to fit generalised linear mixed effects models for the proportion of 
utterances containing wh- questions, decontextualised talk and multiclausal sen-
tences in R (R Development Core Team, 2021). Restricted maximum likelihood esti-
mation was used for the reporting of generalised linear mixed model parameters. We 
tested if the inclusion of an additional term was justified using the likelihood ratio test 
for model comparisons (Pinheiro & Bates, 2000). The factor ‘Context’ was coded using 
treatment contrast (the default coding in R), with the reference level ‘Classroom Re-
sources’. 
 
Table 2 reports the mean proportions and standard deviations of each measure of 
quality in each context. Each measure of linguistic quality occurs, on average, in only 
a small proportion of utterances (6-12%). We were interested in whether the quality 
of the linguistic input teachers used differed between the contexts in which they 
taught. First, the three binary outcome variables (wh- questions, decontextualised 
talk and multi-clausal sentences) were submitted to separate generalised linear mixed 
effects models with fixed effects of context (museum, classroom with classroom re-
sources, classroom with museum resources), with a random intercept for participant. 
This random intercept was included to account for any individual differences 
amongst teachers given the fact that not all teachers taught in all contexts, and the 
fact that the combination of contexts in which they taught differed. Pairwise compar-
isons were then run using the Emmeans package with Bonferroni correction to deter-
mine exactly where the differences in linguistic input between each context lay 
(Lenth et al., 2023). 
 
Table 2. Mean proportions and standard deviations by variable and context (and 
proportion of rare words). 
 

Context wh- Questions Decontextualised 
Talk 

Multi-Clausal 
Sentences 

Rare Words 

 M SD M SD M SD M SD 
Museum 0.09 0.04 0.11 0.02 0.11 0.03 0.01 0.09 

Museum Resources 0.09 0.04 0.10 0.04 0.10 0.05 0.05 0.21 

Classroom Resources 0.09 0.03 0.07 0.02 0.07 0.01 0.02 0.15 



 Language Development Research  
 
 
 
 
 

Volume 5, Issue 3 
 

287 

 
The first analysis did not find a significant effect of context on the proportion of wh-
questions teachers used. Compared to the reference level context (classroom re-
sources), teachers were not significantly more likely to produce wh- questions in the 
museum context (β =0.11, SE = 0.14, z = 0.77, p = .44), or in the museum resources 
context (β = −0.22, SE = 0.12, z = –1.81, p = .07). The model explained a very small 
amount of variance, with a marginal R² of 0.005 and a conditional R² of 0.05, indicat-
ing that fixed effects alone explained little variance and random effects contributed 
only modestly to the overall variance. A chi-squared comparison showed that a null 
model containing only the random effect of participant, did not statistically differ 
from a model that contained the fixed effect of context (χ²(2) = 4.51, p = .11).  
 
A second analysis indicated that context significantly influenced the likelihood of de-
contextualised talk. Compared to the classroom resources context, teachers were sig-
nificantly more likely to use decontextualised talk in the museum context (β = 0.26, 
SE = 0.12, z = 2.20, p = .028), but less likely to use decontextualised talk in the museum 
resources context (β = −0.37, SE = 0.13, z = –2.83, p = .0047).  Although the effect was 
statistically significant, the beta coefficient was small, indicating that the size of the 
effect was modest, and indeed, the mean values across contexts ranged from 6-12% 
indicating that decontextualised talk was relatively rare in all contexts. This suggests 
that while context has a measurable influence on the likelihood of decontextualised 
talk, the practical impact may be limited. Moreover, the model explained a small pro-
portion of variance overall, with a marginal R² of 0.01 and a conditional R² of 0.02, 
indicating that fixed and random effects contributed modestly to explaining variation 
in decontextualised talk. 
 
Bonferroni-adjusted pairwise comparisons revealed that decontextualised talk dif-
fered significantly between the museum and museum resources contexts (p < .001), 
while the difference between classroom resources and museum resources was also 
significant (p = .014). However, the difference between classroom resources and mu-
seum did not reach statistical significance after correction (p = .083). 
 
Additionally, a GLMM revealed a significant effect of context on the proportion of 
multiclausal utterances in teacher’s linguistic input. Specifically, teachers were sig-
nificantly more likely to produce multiclausal utterances in the museum resources 
context compared to the classroom resources context (β = 0.49, SE = 0.15, z = 3.26, p = 
.001). However, the difference between the museum and classroom resources con-
texts was not significant (β = 0.04, SE = 0.16, z = 0.25, p = .80).  Post Hoc comparisons 
indicated that the proportion of multiclausal utterances was highest in the museum 
resources context (M = –2.07, SE = 0.18), followed by the museum (M =−2.52, SE = 
0.18), and lowest in the classroom resources (M = −2.56, SE = 0.16). Bonferroni-ad-
justed pairwise comparisons showed that the museum resources context had signifi-
cantly more multiclausal utterances than the classroom resources context (p =.003). 
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However, on average only 7-11% of utterances across contexts were multiclausal, and 
while significant, the β values were again relatively small, suggesting that other fac-
tors may play a more substantial role in explaining variance in the proportion of mul-
ticlausal utterances. The difference between the museum and museum resources 
contexts approached significance (p = .052), while the classroom resources–museum 
contrast was not significant (p = 1.00). Overall, the model explained a modest propor-
tion of variance, with a marginal R² of 0.01 and a conditional R² of 0.04, indicating that 
fixed and random effects together accounted for a small amount of the variability in 
multiclausal utterance production. 
 
To examine the relation between context and the teachers’ use of rare versus non-rare 
words in their linguistic input, a chi-square test of independence was performed. As 
this measure was taken at the level of a full teaching session rather than on an utter-
ance-by-utterance basis (because each utterance contained multiple different words), 
it was necessary to collapse the data across participants and teaching sessions to de-
termine the proportional use of rare words in each context.  The relation between 
these variables was significant, χ²(2, N = 6) = 221.8, p < .01. Teachers used the highest 
proportion of rare words when teaching in the classroom with museum resources, 
and the lowest proportion of rare words when teaching in the museum. 
 
It was necessary to pause data collection for the present study due to the Covid-19 
pandemic, resulting in all data from the museum and half of the classroom resources 
data being collected prior to the pandemic, with the remainder data being collected 
post-pandemic.  Thus, it was essential to check whether taking part in the study prior 
to or post the first UK government lockdown significantly affected the quality of 
teachers’ linguistic input, as this could mean that any differences found between con-
texts reflected unexpected effects of the pandemic rather than effects of the contexts 
themselves; for example, teachers may have been conscious of the need to alter their 
input post-pandemic as children had missed in-person school time.  We found that 
taking part in the study prior to or post Covid-19, measured through the addition of a 
‘Covid’ variable (pre-Covid, post-Covid) to the models, had no significant effect on the 
proportion of utterances containing wh- questions (χ²(1) = 0.52, p  = .47) or decontex-
tualised talk (χ²(1) = 0.05, p  = .82) produced by teachers.  However, when teachers 
took part in the study pre-Covid, they produced significantly fewer multi-clausal ut-
terances compared to taking part in the study post-Covid (χ²(1) = 9.12, p  = .003).  The 
addition of the Covid variable to the model containing the fixed effect of multi-clausal 
sentences meant that the beta value for the fixed effect of context on this variable in 
the model was no longer significant, suggesting the two variables account for some of 
the same variance. 
 

General Discussion  
 
The present study explored whether the context in which teachers taught children 
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affected the quality of their linguistic input. For the purposes of this study, a change 
in context in an environmental sense referred to a change in either the physical envi-
ronment, the teaching resources, or both (but not a change to the content of the teach-
ing session). Quality of linguistic input was assessed according to the proportional use 
of utterances containing wh- questions, decontextualised talk, multi-clausal sen-
tences, and the proportion of rare words used in each teaching session. Teachers 
taught groups of four- and five-year-old children either in the museum, in their regu-
lar classroom setting with regular classroom resources, or in their regular classroom 
with resources from the museum. Our findings show that some aspects of teachers’ 
linguistic input were affected by teaching context, thus underscoring its potential im-
portance when considering the promotion of language development in children. Spe-
cifically, the frequency of teachers’ utterances containing decontextualised talk sig-
nificantly increased when teaching in the museum compared to teaching in the class-
room with museum resources and teaching in the classroom with regular classroom 
resources. The frequency of rare words used by teachers was significantly higher 
when teaching in the classroom with museum resources and was lowest when teach-
ing in the museum. In addition, the use of multi-clausal sentences increased when 
teachers taught in the classroom with museum resources, compared to teaching in 
the museum, or teaching in the classroom with regular classroom resources, though 
this was no longer significant when participation in the study prior to or post-Covid-
19 was taken into account. There were no significant contextual effects on teachers’ 
proportional use of wh- questions. These findings both support and extend those of 
previous work, showing that the linguistic input provided by teachers differs across 
contexts, but demonstrate that these effects are not just present due to the task itself, 
but also the environmental context in which children are taught. Below, we discuss 
possible explanations for the differences in the quality of input in the different con-
texts. 
 
Decontextualised Talk in the Museum  
 
It could be that being in a novel museum environment compared to their normal 
classroom environment provided teachers with greater opportunity to discuss non-
present events. Teachers were inclined to discuss previous museum trips with chil-
dren and related the museum resources back to events that had taken place in school 
(e.g. “when we do our minibeast hunt have you ever found one?”). Teachers also uti-
lised the substantial array of objects, information boards and interactive displays 
around the museum exhibit to prompt discussion about non-present events (e.g. “you 
might have seen some mosquitoes before when you’ve been on holiday.”; “maybe 
when we go back to class this afternoon, we can have a go at drawing a hornet.”). 
These observations echo the findings of Tamis-LeMonda and colleagues (2019) who 
found that parental level of decontextualised talk was greater when engaged in object-
play activities compared to other tasks such as grooming, feeding and transition, 
whilst also extending it to teachers in an educational capacity (for converging 
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evidence of an effect of context on both utterance complexity and amount of decon-
textualised talk, see Brinchmann et al., 2023). 
 
Although the same core objects were used in the museum resources in the classroom 
condition, it could be that the novel environmental context of the museum coupled 
with the additional resources that it offers promoted teachers’ decontextualised talk 
(e.g., “when I went on holiday I saw lots of mosquitos.”). In contrast, because the ob-
jects themselves were novel and interesting in the museum resources condition com-
pared to regular classroom resources, teachers focused their discussion on what the 
children could see in front of them and how they would describe the objects 
(e.g.“what can you see?” “How many legs has it got?”), and less frequently diverted 
conversation towards non-present objects and events (e.g.“maybe in the summer 
when we do a bug hunt we might find one”). Thus, novelty in learning environment 
promoting decontextualised talk in the museum, and novelty in the task reducing de-
contextualised talk in the classroom, may account for our finding that decontextual-
ised talk was used significantly less often in the museum resources condition than in 
both the museum and classroom with classroom resources. 
 
Importantly, this finding also provides some empirical support for the claims that 
museums make good language learning environments for young children (Hender-
son & Atencio, 2007; Kola-Olusanya, 2005; Rodriguez & Tamis-LeMonda, 2011). Spe-
cifically, the quality of linguistic input in terms of decontextualised talk was found to 
be greater in the museum context compared to the other two contexts, and im-
portantly, the frequency of decontextualised talk in linguistic input is positively re-
lated to children’s later vocabulary, narrative comprehension and production (Beals, 
1997; Katz, 2001; Reese et al., 2010; Snow et al., 2001) and reading comprehension 
(Snow et al., 2001). Thus, museums may enhance language learning opportunities 
through the promotion of decontextualised talk. 
 
Multi-Clausal Utterances  
 
Like Gest and colleagues (2006), the present study also suggests that context affects 
the frequency of teachers’ multi-clausal utterances. Teachers may have been more 
likely to use longer, elaborated utterances when using museum resources in the class-
room, because the context allowed the task and discussion to be more in-depth and 
focused on the objects themselves (e.g. “so let’s remember, this beetle is black and it’s 
got six legs”; “it’s definitely got lots of legs hasn’t it?”). In contrast, being in the mu-
seum may have meant teachers paid additional attention to the novel environment. 
Previous research suggests that more structured contexts with focal tasks elicit higher 
quality linguistic input from caregivers (Tamis-LeMonda et al., 2017). Moreover, it 
could be that using regular resources in their normal classroom setting was not suffi-
cient to promote long, elaborated discussion above and beyond using novel, more in-
teresting resources. However, this finding should be interpreted with caution, as the 
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effect of context was difficult to disentangle from the effects of the Covid-19 pan-
demic. Interestingly, teachers produced significantly fewer multi-clausal utterances 
overall before the Covid-19 pandemic began. It could be that on returning to school 
after lockdown, teachers were aware that children had missed out on a large amount 
of their education, and that they played an important role in helping children catch 
up. Thus, they talked to children using longer, more elaborate utterances. Further 
research would be required to clarify if this suggestion is correct. 
 
Rare Words  
 
Our findings demonstrate that the frequency of rare words used by teachers varies 
across contexts, a finding that has not yet been investigated in previous research. We 
found that teachers used the highest proportion of rare words when teaching with 
museum resources in the classroom. One possibility is that using novel, interesting 
resources in a familiar environment enabled them to focus their input more on the 
resources, thus incorporating more rare words. Although the resources used in the 
museum were the same, we observed that less time was spent discussing these com-
pared to in the classroom, as children were also given time to explore the museum 
exhibit. It seems that because less time was spent on the structured activity discussing 
the boxed specimens, and more time was spent freely exploring the environment, 
teachers’ linguistic input was interspersed with more periods of ‘off-topic’ conversa-
tion, such as managing children’s excitement and guiding them to the right areas. 
Teachers also answered children’s generic questions, for example about exploring 
other areas of the museum (“no we’re just looking at bugs today”) or what time the 
bus was coming to collect them from the museum (“I know we’re going to have lunch 
soon”) compared to the classroom when using museum resources, therefore allowing 
less opportunity to incorporate rare words. 
 
Wh-Questions and Context  
 
Although our contexts showed differences in some measures of linguistic quality, we 
found no differences for wh- questions. This could be due to the focal task of the 
taught sessions being very similar in all contexts, with the only difference being the 
resources used. For example, teachers would tend to ask similar wh- questions in all 
contexts regardless of the resources, often alluding to what the children could see in 
front of them, or how they would describe the target items. 
 
Future Directions and Testable Hypotheses 

Our findings highlight some variation in the quality of teachers’ linguistic input across 
different teaching contexts, with some contexts appearing to promote different di-
mensions of quality compared to others. Specifically, we observed more decontextu-
alised talk in the museum context, while classrooms using museum resources 
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prompted more multi-clausal utterances and rare words. These findings offer a test-
able hypothesis for future work: that both physical context and teaching materials 
contribute, interactively or independently, to shaping teachers’ linguistic input. Dis-
entangling the relative contributions of these factors is important. For example, fu-
ture studies could manipulate the materials used, while holding context constant, or 
vice versa, to determine whether particular features of the environment (e.g., nov-
elty, authenticity, visual stimuli) or of the materials (e.g., conceptual richness, nov-
elty, tangibility) are more influential in eliciting specific types of language from teach-
ers. Additionally, given that we found different measures of quality were more prev-
alent in different contexts, this suggests that different features of the learning envi-
ronment may selectively promote different aspects of quality in teachers’ linguistic 
input. In light of this, a hypothesis that should be explored in future work is that there 
is no single "best" context for promoting high-quality input, but rather that diverse 
contexts may be suited differently to supporting particular linguistic goals. Future re-
search should aim to identify which features of the learning environment most ro-
bustly promote which measures of input quality, and how these can be integrated into 
teacher training and curriculum design. This work will be critical for developing a 
more nuanced, theory-driven understanding of how teaching environments shape 
children's language learning opportunities. 

 
Considerations and Conclusions  
 
It is important to acknowledge that in the present study, the data were collected from 
a relatively small number of 20-minute teaching tasks per context, with only one set 
of resources being used in each context, and only a small number of teachers contrib-
uting data. Although we accounted for individual differences in teacher talk in our 
statistical models, and the number of utterances collected was high, it will be im-
portant to replicate these findings with a wider range of tasks and participants. 
 
In addition, it is unclear to what extent the observed effects of context could change 
as a function of factors such as the time spent in the context or the familiarity of the 
context. For instance, longer, more frequent sessions in the museum could mean that 
teachers become more familiar with the resources and therefore more confident in 
designing tasks and talking around them, which could result in children remaining 
more on-task, potentially reducing the amount of decontextualized talk. Moreover, 
more frequent sessions in the museum could mean that the children are desensitised 
to the novelty of the environment, thus, teachers may spend less time managing be-
haviours that arise from distraction. Similarly, more frequent sessions in the class-
room with different sets of museum resources could promote different kinds of talk 
from teachers once they were comfortable and confident using the resources. Over-
all, however, although data were only taken from a small set of teachers in the present 
study, findings are suggestive of the wider relations between learning context and 
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linguistic input. 
 
Since no existing research to our knowledge compares how environmental context 
affects linguistic input from teachers while controlling for the teaching activity, and 
no studies contrast museums specifically as a learning context with other educational 
settings, our findings, while exploratory and observational, make interesting and im-
portant novel contributions to the field. The present study is the first to provide em-
pirical support for claims that museums could support children’s language develop-
ment by promoting higher quality linguistic input from teachers in terms of greater 
levels of decontextualised talk compared to in the classroom. Additionally, the pre-
sent study demonstrates that teachers used a higher proportion of rare words when 
teaching in the classroom with museum resources compared to teaching in the mu-
seum or teaching in the classroom with regular classroom resources. These findings 
suggest that teaching in such environments may enrich children’s language learning. 
Offering complex linguistic input in the form of decontextualised talk and the use of 
rare words can enhance vocabulary and abstract thinking, thus, providing children 
with opportunities to develop their language skills. 
 
More broadly, the findings underpin the value of collaborative relationships between 
schools and museums by demonstrating the possible advantages of both class visits 
to museum contexts, but also of museums loaning resources to school settings. By 
integrating museum resources into classroom teaching and fostering immersive 
learning experiences in museums, educators can create richer, more varied language 
learning environments that benefit children’s cognitive and linguistic development. 
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Abstract: The second year of life is characterized by rapid expressive vocabulary growth for most 
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Introduction 
 
In the second year of life, most children undergo substantial increases in the number 
of words that they can say (Bates et al., 1994; Fenson et al., 1994), going from 
producing just a few single words to amassing an expressive vocabulary of several 
hundred words1 (Frank et al., 2021). However, there is also considerable variability 
across children in when and how quickly their expressive vocabulary grows. Some 
children begin to produce their first words around their first birthday and quickly 
expand their vocabularies over the next several months. Other children, often 
referred to as “late talkers” (LT) (Fisher, 2017; Rescorla & Dale, 2013), may not do so 
until months later and may experience delays in vocabulary development that persist 
throughout the preschool period. 
 
But how stable are these individual differences over time? On the one hand, variation 
in a composite of early language skills identified late in the second year has been 
shown to be correlated with language and literacy skills in school age (Bornstein et 
al., 2016), suggesting persistence in individual differences in language skills across 
the first decade of life. However, few studies have explored whether variation in 
expressive language skills identified earlier, e.g., younger than 16 months, can 
meaningfully predict outcomes (e.g. Ukoumunne et al., 2012). On the other hand, 
even when assessed at 2 years, it is well-established that early expressive vocabulary 
skills alone are not a strong correlate of persistent language delays or developmental 
language disorder (DLD) (Rescorla, 2011). This suggests that some children with early 
delays experience “catch-up” in vocabulary, displaying more rapid growth over the 
same period of time than other children. A critical question is what additional factors 
might explain these individual differences? Several possibilities have been explored 
in the literature, including birth order, family history, and socioeconomic status (e.g., 
Fisher, 2017, Hammer et al, 2017). Here, we focused on one factor that has been 
shown to be particularly predictive of later outcomes, i.e., early comprehension 
abilities. We asked the extent to which receptive vocabulary scores moderated the 
longitudinal trajectories of expressive vocabulary growth across the second year of 
life in Hebrew-learning children who range in early expressive vocabulary skills.  
 
Parent Reports of Early Vocabulary 
 
Parent report questionnaires, such as the MacArthur-Bates Communicative 
Development Inventories (CDIs, Marchman et al., 2023) or the Language 
Development Survey (LDS, Rescorla, 1989), are commonly used tools for assessing 
children’s vocabulary development, especially for toddlers under 3 years of age. The 

 
1 In line with the definition of a “word” in other language development studies (Dromi, 1987; Frank et 
al., 2021), we define a word as a linguistic unit that carries a consistent meaning understood by another 
person. The word can be a childish mispronunciation (e.g., ‘all’ for ball, or ‘nana’ for banana).  
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CDIs, developed originally for American English, have now been adapted to more 
than 60 languages (see https://mb-cdi-stanford.edu/adaptations.html) and have been 
demonstrated to provide reliable and cost-effective estimates of children’s 
burgeoning language skills. Many of these instruments are now available online, 
easing the burden of administration and scoring required by traditional paper-and-
pencil forms (deMayo et al., 2021).  For example, the Hebrew adaptation of the Words 
& Gestures (WG) online form (HCDI-WG, Gendler-Shalev & Dromi, 2022) was 
developed and normed for Hebrew-speaking children 12 to 24 months of age. Via a 
vocabulary checklist, parents are asked to mark, from among a representative list of 
hundreds of possible items, the words that their child “understands” or “understands 
and says,” yielding measures of receptive and expressive vocabulary size.  
 
Based on data from thousands of children around the world from many language 
communities, studies using the CDIs have contributed substantial insights regarding 
both the universal features and the variation that characterizes early vocabulary 
development (Frank et al., 2021).  For example, studies have explored the predictors 
of what words children are first likely to learn (Braginsky, Yurovsky, Marchman, & 
Frank, 2019; McDonough et al., 2011), and the sources of crosslinguistic differences 
that elucidate language-specific rather than universal characteristics of early 
language development (Bleses et al., 2008a; 2011). Importantly, several large-scale 
studies have provided lexical development norms that reveal the substantial 
individual differences that exist across children, regardless of the language they are 
learning.  These norms also provide useful benchmark levels for the expected 
vocabulary size for children of a given age from different language communities 
(Bleses et al., 2008b; Hao et al., 2008; Kalashnikova et al., 2016), including Hebrew 
(Gendler-Shalev & Dromi, 2022).  
 
Vocabulary Growth in Children Who Are Slow to Begin to Talk 
 
One of the most common reasons that toddlers are referred for a clinical evaluation 
is late onset of recognizable words or a small expressive vocabulary size towards their 
second birthday (Whitehurst & Fischel, 1994).  Toddlers younger than 3 years who 
produce only a few words, in the absence of a diagnosed developmental disability or 
hearing impairment, are often labeled as late talkers (LT) (Fisher, 2017). Most studies 
define LT at the age of about 24 months (Fisher, 2017; Rescorla, 2009), however, other 
studies do so earlier at the age of 18 months (Fernald & Marchman, 2012). While 
previous practice assumed that early delays in children younger than 2 years were not 
clinically relevant, there is now a growing shift towards early referral and 
intervention approaches, thereby, abandoning the “wait and see” approach (e.g., 
Edwards et al., 2021; Singleton, 2018).  
 
Note that LT status, by itself, does not constitute a clinical diagnosis, as most LT 
children “catch up” to their peers by preschool. At the same time, some LT children 

https://mb-cdi-stanford.edu/adaptations.html
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do show continued delays and are diagnosed with DLD as they grow older (Rescorla, 
2011). Moreover, as a group, even LT children who move into the typical range of 
expressive vocabulary distribution and therefore, who are not diagnosed with DLD, 
still show lower academic performance than children without a history of late talking 
(Bleses et al., 2016; Rescorla & Dale, 2013). As such, children identified as LT are 
considered to be at risk for exhibiting language and learning disorders later in 
development, thus making accurate early identification of LT children a clinical vital 
importance (Fisher, 2017). Few studies have asked whether early delays in the onset 
of expressive vocabulary can predict trajectories of vocabulary growth when assessed 
in children younger than 16 months, prior to the point when children are commonly 
labeled “late talkers” (e.g., Ukoumunne et al., 2012). 
 
An important question is whether language learning mechanisms operate similarly 
in children who show initial delays in early expressive vocabulary compared to their 
peers who begin to talk earlier, or are delays indicative of atypical processes of 
vocabulary growth. For example, Jones and Brandt (2019) compared the 
characteristics of the words in the lexicons of English-speaking 18-month-old toddlers 
with smaller versus larger expressive vocabulary sizes. They found that toddlers with 
smaller vocabularies showed comparable vocabulary compositions to those of 
younger children, as reported by Braginsky et al. (2019), suggesting delayed but not 
atypical processes of vocabulary development. These findings align with a study 
demonstrating that children who were identified as LT and younger typically 
developing children with similar vocabulary sizes had similar vocabulary 
characteristics (Gendler-Shalev & Novogrodsky, 2024). However, Jiménez et al. (2021) 
found that English-speaking toddlers who were identified as LT showed a weaker 
noun bias compared to vocabulary-size matched typically-developing toddlers, 
suggesting atypical vocabulary growth. In the current longitudinal study, we 
compared the shapes of the trajectories in expressive vocabulary growth over the 
second year of life in Hebrew-speaking toddlers who have higher vs. lower expressive 
vocabulary skills when first inducted into the study (12-16 months). If children with 
lower and higher early expressive skills show similar shapes of vocabulary growth, 
this suggests continuity in mechanisms guiding development in children in both 
groups. However, if toddlers with early initial delays show patterns of vocabulary 
growth over time that are not parallel to those of children with initially higher early 
expressive skills, this could suggest different learning mechanisms are associated 
with delayed onset of expressive vocabulary. 
 
Correlates of Early Vocabulary Delays 
 
In addition to small vocabulary size, research, predominately in English-speaking 
children, has identified other differences between children with relatively larger vs. 
smaller early expressive vocabularies. As a group, late-talking 16–18-month-olds have 
been shown to demonstrate limited use of communicative gestures (Thal & Tobias, 
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1994) and limited range of symbolic play skills (Hall et al., 2013), as well as 
phonological delays and deviations (Carson et al., 2003). At older ages, children with 
early expressive vocabulary delays were also found to produce word combinations 
later than their typically developing peers (Dale et al., 2003) and upon reaching 
school-age, also showed delays in grammatical proficiency (Moyle et al., 2007; 
Rescorla, 2011).  
 
Notably, early receptive abilities have been associated with delays in early expressive 
language skills. Laboratory experiments have shown that infants begin 
comprehending words around 6–9 months (Bergelson & Swingley, 2012) and after 
their first birthday, infants' word comprehension abilities typically improve notably 
(Bergelson, 2020; Meylan & Bergelson, 2022). Although most infants understand 
words a few months before they produce them, receptive and expressive vocabularies 
are strongly, although not perfectly, correlated (Frank et al., 2021). In a laboratory 
study assessing comprehension and production of novel object names (Gershkoff-
Stowe & Hahn, 2013), children with larger expressive vocabularies, as measured by 
the CDI, tended to comprehend new words faster than those with smaller expressive 
vocabularies. Surprisingly, children with larger expressive vocabularies took more 
time to verbalize new words (which they comprehended earlier) compared to 
children with smaller expressive vocabularies. The authors suggested that this 
phenomenon could be attributed to the increase in semantic neighborhood density, 
aiding comprehension while possibly hindering lexical access during production. 
These results contribute to the idea that while comprehension and production are 
closely linked, they are enhanced by distinct underlying processes. Moreover, these 
findings suggest that receptive and expressive language skills undergo a complex 
interplay over the course of acquisition.  
 
If children with early expressive delays also exhibit low receptive skills, this may 
signify additional risk for later expressive skills. Indeed, research has shown that 
some children with early vocabulary delays exhibit a large gap between the sizes of 
their receptive and expressive vocabularies (Rescorla, 2011), while others appear to 
have a small gap and experience delayed receptive as well as expressive vocabularies 
(Cheung et al., 2022; Verganti et al., 2024). Buschmann et al. (2008) reported that 
children classified as LT who also had smaller receptive vocabulary sizes tended to 
have lower nonverbal IQs (though still within age-typical ranges) than LT children 
with larger receptive vocabulary sizes. In contrast, LT children who had smaller 
expressive vocabulary sizes, but who did not also display smaller receptive 
vocabularies, did not. Similarly, Verganti et al. (2024) found that Italian-speaking 
children with delayed expressive and receptive vocabulary sizes produced fewer 
gestures than children with only delayed expressive vocabulary sizes. Finally, 
toddlers with lower expressive vocabularies at 18 months were slower and less 
accurate in comprehending language in real time, as measured by the looking-while-
listening task, than toddlers without initial expressive delays (Fernald & Marchman, 
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2012). These results are consistent with the work of Thal et al. (2013), who compared 
the outcomes of English-speaking “late producers” (children with late expressive 
vocabulary only) with “late comprehenders” (children with both late receptive and 
expressive vocabulary) at age 6 years. These researchers found that “late 
comprehenders” were at higher risk for later language delays than “late producers”, 
i.e., children with expressive delays who had receptive skills within the normal range.  
 
At the same time, few studies have explored whether weaker early comprehension 
skills may potentially place expressively-delayed children at additional risk when 
those delays are assessed early in the 2nd year.  Moreover, less is known about whether 
delays in early receptive skills are related to trajectories of expressive vocabulary 
growth longitudinally, over multiple time points during the 2nd year of life. From a 
clinical perspective, few studies have explored what level of concomitant receptive 
delays are likely to incur additional risk for children who show initial delays in 
expressive skills.  
 
The Current Study 
 
We investigated trajectories of Hebrew-speaking children’s expressive vocabulary 
growth longitudinally at multiple administrations in the 2nd year of life. At the first 
administration (ranging in age from 12 to 16 months), we classified children as 
“higher” vs. “lower”2 in expressive language skills based on their percentile score in 
expressive vocabulary (≤ 25th vs. > 25th), as reported on the HCDI-WG at the first 
administration.  We also grouped children using two cut-off scores for receptive 
vocabulary percentile at that same administration (12-16 months). We first grouped 
children using a cutoff that was analogous to that used for expressive language (i.e., 
+/- 25th percentile). Toddlers with lower expressive vocabulary percentile scores who 
also have lower receptive vocabulary percentiles would fall in the lowest quartile in 
both expressive and receptive language skills. We then grouped children based on a 
more liberal cut-off for receptive vocabulary (i.e., +/- 50th percentile). Contrasting 
these two percentile cut-offs allows us to gain more insights into what profile of 
receptive skills shape trajectories of expressive language growth in children with 
initially higher vs. lower expressive vocabulary sizes at 12-16 months. 
   
We conducted growth curve modeling over age to investigate the following questions:  
 
(1) When defined at 12-16 months, is higher vs. lower expressive vocabulary a 
predictor of trajectory of growth in expressive vocabulary across the 2nd year of life? 

 
2This group may be termed differently in the literature. Some researchers refer to this group as LT 
(e.g., Rescorla, 2011; Fisher, 2017). However, given the young age of our participants and the broad 
developmental variability at this stage, we opt for the more nuanced term “lower” to be consistent with 
the approach taken by Vehkavuori & Stolt (2019). 
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(2) Are trajectories of expressive vocabulary growth from 12-24 months similar in 
shape in children who have initially higher vs. lower expressive skills?  
 
(3) Does level of early receptive vocabulary skill moderate trajectories of expressive 
vocabulary growth in children with initially higher vs. lower expressive vocabulary 
abilities? If so, are patterns similar when grouping children using the 25th vs. 50th 
percentile on receptive vocabulary? 
 

Method 
 
Participants 
 
Participants were Hebrew-speaking caregivers of 92 toddlers aged 12-24 months. All 
parents reported that their child had not been diagnosed with a medical or 
developmental condition and that they had not been treated for an ear infection more 
than once in the last three months.  Hebrew was the primary language for all children, 
with all children being exposed to Hebrew for at least ten hours a day. Finally, all 
parents reported that they were not worried about the rate of the child’s development. 
  
The families were from predominantly highly educated backgrounds, with 89% of 
primary caregivers in the sample holding a college degree, compared to 48% in the 
general population (Gendler-Shalev & Dromi, 2022).  Using data from a larger study 
(Gendler-Shalev & Dromi, 2022), data were analyzed for all children in that sample 
whose caregivers completed a HCDI-WG for the first time when their child was 12-16 
months and completed additional administrations at two subsequent time points 
prior to when the child was 24 months. A total of 3 additional families were considered 
for analyses but were later excluded because the child fell outside of the target age 
range (n = 2) and because it was later discovered that the child was exposed to a 
language other than Hebrew in the home (n = 1). Although the sample size in the 
current study may appear limited, it is consistent with prior studies in the field (i.e., 
Carson et al., 2003; Hadley & Holt, 2006; Hadley & Short, 2005). 
 

Expressive Vocabulary Groups. Children were classified based on their 
expressive vocabulary scores at the first administration of the HCDI-WG according to 
the norms for Hebrew (Gendler-Shalev & Dromi, 2022) as either initially lower (n = 21, 
≤ 25th percentile) or as higher expressive vocabulary scores (n = 71, > 25th percentile). 
While these children in the initially lower group could be conceptualized as “late 
talking”, we do not use the term “late talker” here. Given the young age of our 
participants and the broad developmental variability at this stage, we opted for the 
more nuanced terms "lower" vs. “higher” in expressive vocabulary percentile score, 
relative to their age, similar to the approach taken by Vehkavuori & Stolt (2019). Note 
also that different studies have classified children as LT based on different criteria. 
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While some previous studies have used more stringent cut offs, for example, the 10th 
(e.g., Bleses et al., 2016), 15th (e.g., Thal et al., 2004), or 20th (Fernald & Marchman, 
2012) percentiles, less stringent criteria of the 30th percentile have also been reported 
(Jones, 2003). Here, we opted for a cutoff of 25th percentile, which allowed us to 
differentiate children in the lowest quartile of expressive vocabulary skill from those 
in the top three quartiles, while still maintaining a sufficiently large sample in the 
lower expressive vocabulary group. Table 1 reports the number of children at 
enrollment by age, vocabulary group, and child sex. 
   

Receptive Vocabulary Groups. In order to test the role of early receptive skill on 
growth trajectories, children were also classified into receptive vocabulary groups 
using two percentile score levels computed at the first administration of the HCDI-
WG across the full sample. First, we grouped children into groups based on an 
analogous cut-off as that used for expressive vocabulary, i.e., in the bottom quartile 
vs. the top three quartiles for their age (lower receptive vocabulary: ≤ 25th percentile, 
n = 27; higher receptive vocabulary: > 25th percentile, n = 65). Second, we grouped 
children into receptive vocabulary groups using a more liberal definition, i.e., a 50th 
percentile cut-off. Here, children with lower receptive vocabulary percentiles would 
fall in the bottom vs. top half of the distribution for their age (lower: ≤ 50th percentile, 
n = 45, higher: > 50th percentile, n = 47).  
 
Table 1. Number of participants by age in months at the first administration of the 
MB-HCDI and child sex in children identified as higher (n = 71) and lower (n = 21) 
in expressive vocabulary at 12-16 months and in the full sample (n = 92). 
 

Age (mos) 

Initial Expressive Vocabulary Group 

Full Sample Higher  Lower  

 Boys Girls Boys Girls Boys Girls 
12 7 9 1 1 8 10 
13 11 6 0 0 11 6 
14 6 10 0 1 6 11 
15 10 5 6 5 16 10 
16 6 1 4 3 10 4 

Total 40 31 11 10 51 41 
 

Procedure 
 
Vocabulary data were collected via an online Hebrew adaptation of the MacArthur-
Bates Communicative Development Inventory: Words & Gestures (HCDI-WG; 
Gendler-Shalev & Dromi, 2022). The HCDI-WG is a reliable and valid tool for 
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evaluating early lexical development of Hebrew-speaking children from 12-24 
months. The questionnaire consists of a vocabulary checklist with 428 words in 18 
categories. Caregivers are asked to mark the words that the child “understands” or 
“understands and says.” Total comprehension and production vocabulary scores 
were tabulated and percentiles were derived based on age in months and child sex 
following standard protocols. 
 
Caregivers were initially approached via social media, web news sites, and radio and 
TV talk-shows to participate in a longitudinal study on child language development. 
After completing the first HCDI-WG, caregivers of children who were younger than 
16 months were contacted approximately every four months via email and asked to 
complete two additional HCDI-WGs. Because the initial administration occurred at 
varying ages, the parent of one child may have completed the HCDI-WG when the 
child was, for example, 12, 16, and 20 months, and another when the child was, for 
example, 13, 17, and 21 months. 
 
Analytic Plan 
 
We first present descriptive statistics for raw vocabulary production scores as a 
function of child age and expressive vocabulary group (initially higher vs. lower at 12-
16 months). We then present percentiles for vocabulary production and 
comprehension at each administration by group. To model trajectories of expressive 
vocabulary growth, we used generalized additive models for location, scale, and 
shape (GAMLSS). GAMLSS is a general regression framework for modeling fixed 
effect and mixed-level growth functions. Mixed-level growth functions are used to 
model longitudinal data with multiple administrations within participant over time 
or age. GAMLSS has advantages over other frameworks because it offers a flexible 
method for modeling trajectories that are non-linear and for capturing changes in 
variance over age.  Models were fit using the GAMLSS function (Stasinopoulos et al., 
2017) in the R statistical package (Version 4.0.3; R_Core_Team, 2020). Based on earlier 
work (Frank et al., 2021; Marchman et al., 2023), the growth trajectory of parent-
reported expressive vocabulary scores over age is best described as a beta 
distribution, similar to a logistic function, that is limited by, but does not include, 0 
and 1.  Prior to conducting the models, raw vocabulary scores were converted to a 
proportion score and extreme values were set to 0.001 and .999. Following earlier 
studies, penalized B-spline smoothers (i.e., P-splines) were used to model the effect 
of age on the mean and variance in vocabulary. As in earlier studies with vocabulary 
data, the lambda values, or smoothing parameters, were set to a large number 
(10,000) to ensure sufficiently smooth growth over age without overfitting (Marchman 
et al., 2023).  
 
Our main focus was to examine trajectories of expressive vocabulary growth over age 
as a function of expressive vocabulary group, i.e., in children initially identified as 
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either lower or higher percentiles at first administration. Group and age of 
administration were fixed effects. Group was dummy coded with higher expressive 
vocabulary as the reference group. To capture the repeated nature of our data, 
participant was included as a random effect on the intercept. Significant main effects 
would indicate that the mean levels of expressive vocabulary growth differed in 
children with initially lower vs. higher expressive vocabulary percentiles. A 
significant age x group interaction would indicate that the shapes of the growth 
trajectories over age were different as a function of initial expressive vocabulary 
group.  
 
A second goal was to examine whether growth trajectories for children with initially 
lower vs. higher expressive vocabularies were different as a function of early 
receptive vocabulary level. We conducted two parallel analyses testing the effects of 
two receptive vocabulary level groupings. In both sets of analyses, receptive 
vocabulary group was added to the model as a fixed effect, dummy coded with 
“higher” as the reference group. Participant was included as a random effect on the 
intercept. In both sets of models, a significant main effect of receptive vocabulary 
group would suggest that children’s expressive vocabulary growth was related to their 
early receptive vocabulary level. A significant interaction of receptive vocabulary 
group by expressive language group would indicate that children with initially lower 
vs. higher expressive vocabularies who had lower vs. higher receptive vocabulary 
scores exhibited different mean levels of expressive vocabulary growth over age, i.e., 
receptive vocabulary level moderates expressive vocabulary development as a 
function of initial expressive vocabulary size. 
 

Results 
 
Descriptive Statistics 
 
Table 2 presents mean age and raw expressive and receptive vocabulary scores at first 
administration for children in the higher vs. lower expressive vocabulary groups.  As 
expected, children in the lower expressive vocabulary group had lower raw scores, 
on average, than the children in the higher group, t(85) = 5.31, p < 0.001, d = .76. Note, 
however, that raw scores for receptive vocabulary were comparable across expressive 
vocabulary groups, on average, p = 0.71, with comparable estimates of the variance, 
suggesting that there was similar variability in raw scores across both groups. 
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Table 2. Descriptive statistics of age and raw expressive and receptive vocabulary 
scores at the first administration for children classified with initially higher (n = 
71) vs. lower (n = 21) expressive vocabulary scores at 12-16 months. 
 

 
Age (months) 

Expressive 
Vocabulary 

(Raw Scores) 

Receptive 
Vocabulary 

(Raw Scores) 
Expressive Vocabulary 
Group M (SD) Range M (SD) M (SD) 

Higher 13.7 (1.3) 12 - 16 30.4 (30.1) 133.9 (91.1) 

Lower 15.0 (1.1) 12 - 16 10.1 (6.1) 125.6 (90.3) 
Note: Initial expressive vocabulary group defined at first administration (12-16 
months) as > 25th percentile (higher) vs. ≤	 25th percentile (lower). Expressive 
vocabulary (“understands and says”) and receptive vocabulary (“understands and 
says” + “understands”) raw scores were based on responses on the vocabulary 
checklist from the H-CDI (Gendler-Shalev & Dromi, 2022) (max = 428). 
 
Table 3 presents descriptive statistics for expressive vocabulary percentile scores by 
group and administration. At Administration 1, all children in the higher group, by 
definition, had scores that were > 25th percentile, whereas all children in the lower 
group had scores ≤	 25th percentile. At subsequent administrations, expressive 
vocabulary percentile scores remained lower for the children in the initially lower 
group compared to those in the higher group, on average, but there was evidence of 
both developmental continuity and catch up: A total of 13 (of 21, 61.9%) children 
stayed ≤	25th percentile at all three administrations, while the remainder moved into 
the normal range by either the second (n = 4, 19.05%) or the third  (n = 4, 19.05%) 
administration. We can note that all 8 of the children in the initially lower expressive 
vocabulary group who demonstrated some recovery at administrations 2 and/or 3 had 
percentile scores > 11th percentile in expressive vocabulary at the first administration. 
The 13 children in the initially lower group who stayed delayed had percentile scores 
spanning from 1st to 25th. Interestingly, about two-thirds (48 of 71, 67.6%) of the 
children with initially higher scores at first administration had scores > 25th percentile 
at all three administrations, while the remainder (n = 23, 32.4%) had scores ≤	25th 
percentile at one or both subsequent administrations. 
   
Table 3 also shows that, at Administration 1, receptive vocabulary percentile scores 
were generally lower for children with initially lower expressive vocabulary scores 
than children with initially higher expressive vocabularies.  However, note that 
scores spanned the full range (1 to 99) in each group. That is, some children with 
initially lower expressive percentile scores scored just as high in receptive vocabulary 
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as children at the same age who had initially higher scores, even though their 
expressive vocabulary scores were lower.  The same pattern held for each subsequent 
administration, i.e., receptive vocabulary percentiles spanned the full possible range 
for children in both groups. 
 
Table 3. Descriptive statistics for expressive and receptive vocabulary percentile 
scores at each administration for children classified with higher (n = 71) or lower 
(n = 21) initial expressive vocabulary percentiles at first administration (12-16 
months). 
 

  Expressive Vocabulary  
(percentile) 

Receptive Vocabulary  
(percentile) 

Expressive 
Vocabulary 
Group 

Admin M (SD) Min-Max M (SD) Min-Max 

Higher 
1 56.3 (18.4) 28-99 52.9 (28.3) 4-99 
2 51.9 (30.5) 3-98 56.7 (27.5) 1-97 
3 60.3 (27.4) 5-99 61.8 (25.4) 4-99 

Lower 
1 15.1 (8.3) 1-25 36.9 (29.6) 1-95 
2 15.5 (16.2) 1-57 47.8 (28.9) 2-92 
3 24.7 (22.1) 1-86 44.9 (29.2) 3-96 

Note: Group = Initial expressive vocabulary group defined at first administration (12-
16 months) as > 25th percentile (higher) vs. ≤	25th percentile (lower). Expressive and 
receptive vocabulary percentiles derived from the norming study of the HCDI 
(Gendler-Shalev & Dromi, 2022). 
 
Modeling Production Vocabulary Growth 
 

Expressive Vocabulary Group Status. We next sought to model vocabulary 
growth over age from 12 to 24 months as a function of initial expressive vocabulary 
group (higher vs. lower). In Table 4, as expected, Model 1 shows that vocabulary 
scores increased significantly over age, accounting for more than 60% of the variance 
in scores. Model 2 shows that adding the factor of initial vocabulary group 
significantly increased the overall fit of the model (LR test = 77.3, p < 0.001), adding 
approximately 9.6% variance to the overall model fit.  As illustrated in Figure 1, 
children with higher scores at the initial time point were reported to know 
significantly more words across the period than children with lower initial scores. For 
example, at 18 months, model estimates indicated that children with initially lower 
expressive vocabulary scores produced about 46 words, on average, while children 
with initially higher expressive vocabulary scores were reported to produce more 
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than twice that many, approximately 115 words. By 24 months, this group difference 
persisted, such that children with lower initial scores were estimated to produce 
about 220 words, on average, whereas children with higher initial scores were 
estimated to produce more than 100 more words, about 327 words, on average. Model 
3 shows that adding the interaction term did not significantly increase the overall 
model fit (LR test = 0.31, p = .58), increasing the variance accounted for by less than 
0.1%. Thus, Model 2 was the best fitting model, which suggests that, while offset in 
developmental time, the shapes of the vocabulary growth trajectories were not 
significantly different for toddlers with initially higher vs. lower expressive 
vocabulary scores. 
 
Table 4. Model estimates (unstandardized B (SE)) and fit statistics for growth in 
expressive vocabulary over age by expressive vocabulary group (higher vs. lower 
initial scores). 
 
 Model 1 Model 2 Model 3 
Age 0.34 (0.02)***   0.37 (0.02)***   0.37 (0.02)*** 
Expressive Group -- –1.12 (0.13)*** –0.58 (0.73) 
Age x Expressive Group -- -- –0.03 (0.04) 
Deviance –452.44 –529.79*** –530.00 
AIC –443.75 –519.04 –517.63 
BIC –428.03 –499.59 –495.23 
R2 60.8 70.4 70.4 

Note: Expressive Group = Initial expressive vocabulary group defined at first 
administration (12-16 months) as > 25th percentile (higher) vs. ≤	25th percentile 
(lower). HIgher = reference group. Model comparisons (Likelihood ratio (LR) tests) 
for Model 2 are in relation to Model 1 and Model 3 in relation to Model 2. 
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Receptive Vocabulary. Next, we asked whether growth trajectories of expressive 
vocabulary were moderated by children’s receptive vocabulary level also assessed at 
the first administration.  We tested two percentile cut-offs to explore which 
comprehension level was most informative for predicting trajectories of expressive 
vocabulary growth in children with a range of initial expressive vocabulary scores. 

 
25th Percentile Cutoff.  Model 4 shows that adding receptive vocabulary group as 

a main effect to Model 2 significantly improved overall model fit (LR test = 16.23, p < 
0.001), adding about 2% additional variance. Both initial expressive vocabulary group 
(lower vs. higher) and receptive vocabulary group (lower vs. higher) significantly 
made a unique contribution to mean expressive vocabulary levels over age. Model 5 
adds two-way interaction terms (age x receptive level, and group x receptive level) but 

Figure 1. Predicted expressive vocabulary growth over age for children 
classified with higher (n = 71) and lower (n = 21) expressive vocabulary at first 
administration (12-16 months) based on the main effects only model (Model 2). 
Shaded area indicates +/- 1 SE. 
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did not result in an increase in overall model fit (LR test = 4.34, p = .13). A final model 
adding the 3-way interaction also did not increase overall model fit (LR test = 4.5, p = 
.37). Thus, the best-fitting model with this receptive vocabulary level cut off is Model 
4. As shown in Figure 2, both children with lower and higher initial expressive 
vocabulary scores who had receptive vocabulary levels > 25th percentile tended to 
have larger expressive vocabularies than children who understood fewer words, 
across the age period.  

 
To further illustrate, at 18 months, the modeled expressive vocabulary size for 

toddlers with higher scores in both expressive and receptive vocabulary (>25th 
percentile) was about 124 words, about 35 words higher than for toddlers who had 
higher expressive scores, but with receptive scores ≤	 25th percentile (88 words). 
Similarly, the modeled expressive vocabulary size for toddlers with lower initial 
scores who also had ≤	25th percentile receptive scores was about 36 words, almost 20 
words fewer than for toddlers with lower initial scores who had higher (>25th 
percentile) receptive scores (54 words). These differences persisted until 24 months, 
such that toddlers with higher initial expressive scores but lower (≤	25th percentile) 
receptive scores were predicted to produce about 300 words, about 35 fewer words 
than their higher-expressive peers with > 25th percentile receptive scores (336 words). 
Importantly, by 24 months, toddlers who had lower initial expressive scores and also 
had ≤	 25th percentile receptive scores were predicted to produce only 193 words, 
nearly 50 words fewer than their lower-expressive peers with higher receptive scores 
(240 words). 
 

50th Percentile Cutoff.  We now explore the role of receptive vocabulary with a 
more liberal cutoff, i.e., 50th percentile. Similar to the earlier analysis, Model 6 in 
Table 5 shows that adding receptive vocabulary group as a main effect significantly 
improved overall model fit compared to Model 2 (LR test = 22.56, p < 0.001), adding 
about 2% additional variance. Thus, across children with both higher and lower initial 
expressive vocabulary scores, children who were in the top half of the distribution in 
receptive vocabulary scores had higher expressive vocabularies than children in the 
lower half of the distribution. However, unlike with the 25th percentile cutoff, Model 
7 shows that the addition of the two-way interactions significantly improved model fit 
(LR test = 9.98, p = 1.02). Specifically, +/-50th receptive level affected the expressive 
vocabulary growth of children differently in children in the higher vs. lower initial 
expressive vocabulary groups. As shown in Figure 3, a receptive group difference was 
evident for the children with higher initial vocabulary scores, but not for children 
with lower initial vocabulary scores. Follow-up analyses confirmed that for the 
children with higher initial expressive scores, receptive vocabulary level (+/- 50th) was 
a significant predictor of expressive vocabulary overall (𝜷	= –0.58, p < 0.001), with no 
interaction with age (𝜷	= –0.01, p = 0.86), suggesting that the effects were consistent 
across the age period. In contrast, receptive vocabulary level was not a significant 
predictor of expressive vocabulary for children with lower initial expressive 
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vocabulary scores (𝜷	= 0.24, p = 0.21) nor in interaction with age (𝜷	= 0.02, p = 0.79). 
Thus, for children who were saying relatively fewer words between 12-16 months, 
knowing that their receptive skills were above the median did not provide additional 
information about their future growth in expressive vocabulary. 

 
Table 5.  Model estimates (unstandardized B (SE)) and fit statistics for growth in 
expressive vocabulary over age by initial expressive vocabulary group (higher vs. 
lower) and two cut-offs for higher vs. lower comprehension level (25th or 50th).  
 
 Receptive Vocabulary Group 
 25th percentile cutoff 50th percentile cutoff 
     Model 4 Model 5 Model 6 Model 7 
Age   0.37 (0.02)***  0.38 (0.02)***   0.37 (0.02)*** 0.37 (0.02)*** 
Expressive 
Group –1.05 (0.13)*** –0.90 (0.74) –1.08 (0.13)*** –1.03 (0.74) 

Receptive Group –0.45 (0.11)***   0.35 (0.60) –0.46 (0.10)*** –0.74 (0.53) 
Age x Expressive 
Group – –0.02 (0.03) – –0.03 (0.04) 

Age x Receptive 
Group -- –0.05 (0.03) –   0.01 (0.03) 

Expressive x 
Receptive --   0.39 (0.26) –   0.78 (0.26)** 

Deviance –545.92*** –550.41 –552.24*** –561.76* 
AIC –533.53 –531.65 –539.85 –543.44 
BIC –511.10 –497.68 –517.41 –509.45 
R2 72.0 72.5 72.7 73.6 

Note: Expressive Group = Initial expressive vocabulary group defined at first 
administration (12-16 months) as > 25th percentile (higher) vs. ≤	25th percentile 
(lower). Higher = reference group. Receptive Group = Initial receptive vocabulary 
group defined at first administration using either > 25th or > 50th percentile (higher) 
vs. ≤	25th or ≤	50th percentile (lower). Model comparisons (Likelihood ratio (LR) 
tests) for Models 4 and 6 are in relation to Model 2 (Table 4), Model 5 is in relation to 
Model 4, and Model 7 in relation to Model 6. 
 
To further illustrate, at 18 months, the modeled expressive vocabulary size for chil-
dren with higher initial expressive vocabulary scores and with > 50th percentile initial 
receptive scores was about 137 words, about 48 words higher than for their higher-
expressive peers with receptive scores ≤ 50th percentile (89 words). This difference 
persisted until 24 months, such that higher-expressive toddlers with > 50th percentile 
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receptive scores were predicted to produce about 346 words, about 42 more words 
than their higher-expressive peers with ≤ 50th percentile receptive scores (304 words). 
However, the modeled expressive vocabulary size for toddlers with lower initial ex-
pressive vocabularies was not different for children with ≤ 50th percentile receptive 
scores at both ages (18 months: 47 words; 24 months: 212 words) vs. those with > 50th 
percentile receptive scores (18 months: 39 words; 24 months: 186 words). 
 

Figure 2. Predicted expressive vocabulary growth over age for children classified 
by initial expressive vocabulary size as higher (n = 71) vs. lower (n = 21) and as > 
25th (higher) vs. ≤	25th percentile (lower) in receptive vocabulary based on Model 4. 
Shaded area represents +/- 1 SE. 
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Figure 3. Predicted expressive vocabulary growth over age for children initially 
classified as higher (n = 71) and lower (n = 21) in expressive vocabulary and as  > 
50th  (higher) vs. ≤	50th (lower) in receptive vocabulary at first administration (12-
16 months) based on Model 7. Shaded area represents +/- 1 SE. 

 
In summary, across both initial expressive vocabulary groups, classifying children 
based on receptive vocabulary levels below/above the 25th percentile gave additional 
information about expressive vocabulary growth, such that children with higher 
receptive skills predicted consistently larger expressive vocabularies throughout 
development. This lack of a significant moderation must be interpreted with caution, 
and we invite future research to replicate these findings in larger and other language 
samples. In contrast, when a more liberal cut-off was used, information about 
receptive level was only informative for children with higher initial expressive 
vocabulary scores. Simply falling below the 50th percentile did not add additional 
predictive power beyond expressive vocabulary alone for children with initially lower 
expressive scores.  
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Discussion 
 
This study used longitudinal growth modeling to investigate trajectories of expressive 
vocabulary growth from 12 to 24 months in toddlers learning Hebrew. There were 
three main group level findings.  First, children who were ≤ 25th percentile in 
vocabulary development at first administration, i.e., lower initial expressive 
vocabulary, showed lower average vocabulary scores throughout the second year of 
life, compared to their peers with higher initial scores. Initial expressive vocabulary 
group status identified prior to 16 months was a significant predictor of vocabulary 
size over the second year. Thus, despite large variability across individuals (38% of 
the children who were classified in the lower group at the first administration moved 
into the normal range at the second or third administration), an early assay of a child’s 
expressive vocabulary size relative to peers in the same age group can yield critical 
information regarding that child’s trajectory of expressive vocabulary growth over the 
next several months. 
 
Second, in spite of overall delays, initial expressive vocabulary group status did not 
significantly moderate the shape of the age-related trajectories of vocabulary growth. 
That is, our analyses suggested that toddlers across the full continuum of expressive 
vocabulary levels showed the same general pattern of growth, on average, over the 
period studied. This parallel growth trajectory suggests that toddlers with and without 
initial delays follow a similar developmental path, possibly reflecting similar 
mechanisms of learning in children with all ability levels. While it is possible that our 
study was not sufficiently powered to statistically detect a moderation, the interaction 
term contributed very little variance (< 1%) to the overall model and estimates 
appeared to be reasonably precise, relative to the other fixed effects of group and age. 
Future studies are necessary to further explore whether this pattern of findings 
replicates in larger samples and in other language communities. On the other hand, 
trajectories of expressive vocabulary growth were significantly developmentally 
delayed for the  toddlers with initially lower expressive vocabulary scores on average, 
compared to their higher scoring peers. While it is unknown which (if any) of these 
children ultimately received a clinical diagnosis of language disorder, this study 
suggests some degree of developmental continuity in children at both the higher and 
lower-ends of the early expressive vocabulary spectrum.  
 
We next asked whether skills involving comprehension may moderate expressive 
vocabulary growth trajectories differently for children at the higher- and lower-ends 
of the continuum of expressive vocabulary at 12-16 months. This question is 
particularly interesting given that receptive vocabulary scores were generally lower 
in the children with lower vs. higher expressive vocabulary groups, however, 
receptive vocabulary scores spanned the full possible range in both groups. We tested 
two groupings on receptive vocabulary percentile, one that was analogous to our 
grouping for expressive language (25th percentile) and another that was more lenient 
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(50th percentile). Thus, our third main finding was that grouping children < 25th 
percentile added information beyond initial expressive vocabulary group status in 
predicting expressive vocabulary growth until 24 months. Thus, for children in this 
age range, these results suggest that lower early receptive vocabulary skills are 
important to monitor and that receptive skills operate in tandem with expressive 
language abilities in promoting vocabulary growth (e.g., Bergelson et al., 2020; 
Fernald & Marchman, 2012). However, when the 50th percentile cut-off was used, 
information about receptive level was only informative in children with higher initial 
expressive vocabulary scores; simply falling below the median did not predict lower 
levels of expressive vocabulary growth for children who initially fell behind their 
peers in expressive vocabulary. 
 
In general, this pattern of findings suggests that better early receptive abilities can 
provide a boost to expressive vocabulary development regardless of initial expressive 
vocabulary level, not just in children at the lowest-end of the continuum. At the same 
time, these results provide additional precision to the claim that low receptive skills 
may confer additional risk for those children with early expressive delays, by showing 
that only receptive levels in the bottom quartile were predictive of continued slowing 
of expressive vocabulary development. These results are consistent with those of 
earlier studies showing that children with concomitant receptive and expressive 
delays are likely to be more at risk for later language learning difficulties, compared 
to their peers with initial delays who do not also show comprehension delays 
(Buschmann et al., 2008; Thal et al., 2013). Our results expand this literature in two 
ways. First, they show that early receptive skills can be informative as early as 16 
months. Second, that information is most useful for predicting expressive language 
growth for initially-delayed toddlers when it reflects relatively low levels of skill, 
rather than just moderate delays. 
 
From a theoretical perspective, several insights emerged. First, evidence for 
continuity of growth rates throughout the second year of life indicates that early 
expressive skills could be an indicator of delayed foundational abilities, similar to that 
observed in children at older ages (e.g., Bornstein et al., 2016). Second, the generally 
comparable trajectories of lexical development in children with both higher and 
lower initial expressive vocabulary implies that linguistic skills follow a similar 
trajectory across the ability continuum, even when they manifest later in 
development. Third, although expressive and receptive vocabulary skills are 
interconnected, they are fortified by separate sets of underlying processes (Cheung 
et al., 2022). This suggests that comprehension skills play an important role in 
boosting expressive vocabulary development in children across the expressive 
language continuum (Bergelson et al., 2020; Fernald & Marchman, 2012). 
 
These results have important clinical implications. First, continuities in early 
vocabulary development are observable even when assessed early in the second year 
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of life. Monitoring of expressive vocabulary skills even early in development can 
provide useful information for children’s development at least through the second 
year, when more comprehensive assessments are likely to be more feasible. Further, 
these results reinforce the significance of monitoring both receptive and expressive 
vocabulary skills as potential risk factors for difficulties in later language and literacy 
development. Moreover, the assessment of comprehension skills, as well as the 
enhancement of receptive vocabulary skills, should be considered as important 
targets in the early facilitation of vocabulary learning.  While we cannot address this 
issue empirically with the data we have available here, higher scores in 
comprehension abilities among children with initial delays could potentially signify 
a chance for eventual “catching up” prior to the age of 3 years, when clinical 
evaluations are considered to be more robust. It would be useful for future studies to 
replicate our findings with children identified with delays early in development and 
following them into the 3rd year of life and beyond to further understand the processes 
underlying comprehension and production in relation to later language outcomes.  
 

Limitations 
 
While the longitudinal nature of our sample was a strength, the sample was relatively 
small and consisted of primarily higher-SES families, the majority coming from 
caregivers with college educations.  Moreover, it is possible that our study was not 
sufficiently powered to statistically detect moderations. Future studies should explore 
whether these patterns of findings replicate in larger and more sociolinguistically-
diverse samples and specifically test whether socioeconomic status moderates the 
observed patterns of developmental change. Second, data were only available until 
the children were 24 months. We do not know whether children with lower levels of 
initial expressive vocabulary as we have defined it here, i.e., < 25th percentile between 
12-16 months, continued to show a similar degree of continuity after 2 years of age. It 
should be noted that there may have been other predictors or moderators that were 
not explored here, e.g., the presence or absence of a family history of developmental 
language disorders, cognitive maturation, or the use of communicative or symbolic 
gestures. Finally, the present analysis was based on quantitative data and represented 
group differences. Single case studies that allow a closer look on the interplay 
between production and comprehension at the early phases of lexical learning are 
desirable as a complement to the current analyses. 
 

Conclusions 
 
This study presented a unique look at growth trajectories in expressive vocabulary 
beginning early in the second year of life in Hebrew-speaking toddlers. Results 
indicated that low expressive and receptive vocabulary levels were each significant 
indicators of more protracted expressive vocabulary development. Similarities were 
observed in the general shapes of the growth trajectories in children identified with 
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both higher and lower initial levels of expressive skill. Taken together, these results 
provide new evidence regarding the stability of early language skills and suggest 
parallel mechanisms guiding expressive language development in children who span 
the full continuum of ability levels. Moreover, these results add to the existing 
literature that early comprehension abilities buttress early productive skills early in 
development for children across the expressive ability spectrum. From a clinical 
perspective, these results suggest that monitoring of low levels of receptive, as well 
as expressive, skills as early as 16 months can provide useful information regarding 
trajectories of expressive vocabulary growth through 24 months of age. 
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