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Introduction 

Language is acquired knowledge – children need experience with language to learn 
it. Differences in the quality and quantity of children’s language experience may, 
therefore, influence language learning outcomes. Indeed, the quantity of children’s 
language input is positively associated with their vocabulary size and development (in 
Western, industrialized societies, see Hart & Risley, 1995; Weisleder & Fernald, 2013; 
but see Casillas et al., 2020 for work on non-Western societies). The quality of chil-
dren’s language experience is similarly associated with language development with 
findings suggesting that the diversity, sophistication and responsiveness of input pre-
dict later vocabulary growth (Anderson et al., 2021; Cartmill et al., 2013; Pan et al., 
2005). 

Much of the work examining factors associated with variability in early language de-
velopment (Frank et al., 2021) has focused on caregivers’ reports of their daily inter-
actions with their children. Such reports do not include input that children routinely 
receive from other sources (e.g., daycare centers, screen exposure), making it diffi-
cult to quantify all of the linguistic input available to children. In early 2020, the 
COVID-19 pandemic led many countries to implement strict lockdowns such that fam-
ilies had little or no social contact with others outside their household. Schools and 
daycare centers were shut down in over 160 countries (COVID-19 Educational Disrup-
tion and Response. UNESCO). Many caregivers worked from home, providing them 
with a better overview of their child’s development and the activities their children 
were engaged in. Such periods of extended contact between caregivers and children 
have previously been referred to as “faucet” moments (Entwisle et al., 2001), when 
shared aspects of the child’s environment, e.g., schools and daycare centers, are re-
moved, such that differences in the home environment are particularly weighted in 
development. The current study capitalized on this “faucet” moment during the first 
COVID-19 lockdown to examine whether the activities that caregivers and children 
engaged in correlated with children’s vocabulary development during this period.1  

To achieve these goals, we evaluated, first, the amount of time children spent during 
lockdown on the following activities2 (together with a caregiver or alone): shared book 

1 Throughout this manuscript, we will refer to lockdown as the time from March to September 2020 
during which daycare centers were closed – and not in the sense of a strict curfew. 
2 To our knowledge, no questionnaire assessing parental activities has been validated across the pop-
ulations examined in the current study, i.e., 13 countries with children learning 12 different lan-
guages. This required us to develop a questionnaire on the activities that caregivers undertook with 
their children during the COVID19-related lockdown. We acknowledge, however, that this question-
naire has not been validated across the populations tested. It is noteworthy that due to the extra-ordi-
nary time constraints on data collection (the questionnaires needed to be approved by ethics board 
before launching the study, and sent out as soon as lockdown ended), and, given that children were 
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reading, structured child-caregiver games (referred to as structured parent-child in-
teraction in the preregistration), free play with their caregiver, singing, speaking, out-
door activities, watching TV, baby shows or cartoons (henceforth, referred to as pas-
sive screen exposure), playing digital baby games (henceforth, active screen exposure 
involving interaction with a device), and playing freely without adults. Then, we as-
sessed whether the time spent on these activities correlated with vocabulary develop-
ment during lockdown, as indexed by the difference in the child’s vocabulary size (in 
percentile, compared to norms, and in raw scores, where norms were not available) 
at the beginning and end of the lockdown period. To measure children’s vocabulary 
sizes, we used Communicative Development Inventories (CDI; Fenson et al. 2007) – 
vocabulary checklists, where parents check words that their child understands or un-
derstands and produces. We focused on these activities given prior research finding 
positive associations between vocabulary development and shared book reading (Sha-
haeian et al., 2018; Wasik et al., 2016), speaking (Weisleder & Fernald, 2013; Rowe, 
2018), singing (Williams et al., 2015), and playing (Hirsh-Pasek et al., 2009); and neg-
ative associations between screen exposure (van den Heuvel et al., 2019; Zimmerman 
et al., 2007) and vocabulary development. 

In addition, we also measured caregiver’s education (as a proxy for SES) to account 
for its potential associations with vocabulary development. Previous research sug-
gests that children from higher-SES homes have larger vocabularies than those from 
lower-SES homes (Pace et al., 2017, Rowe, 2018). SES also moderates the relationship 
between caregiver-child activities and vocabulary development (Shahaeian et al., 
2018, but see Malin et al., 2014). We chose maternal education as a proxy for SES be-
cause caregiver education is an important foundation for different developmental 
outcomes (Davis-Kean et al., 2020). We, therefore, statistically controlled for maternal 
education attainment in examining the association between caregiver-child activities 
and vocabulary development during lockdown. In addition, we examined the corre-
lation between maternal education and the activities that caregivers engaged in.  

We predicted (see https://osf.io/r85fw) that children whose caregivers engaged more 
in activities known to promote language development would have larger gains in re-
ceptive and productive vocabulary by the end of lockdown. In particular, we pre-
dicted that the frequency of shared book reading would capture more of the variabil-
ity in vocabulary development than the frequency of other activities we examined 
(Montag et al., 2018), and that increased passive screen exposure would be related to 
smaller gains in vocabulary development (Zimmerman et al., 2007). Furthermore, we 
predicted that children whose caregivers engaged in more interactive shared book 
reading (e.g., asking questions, pointing to things) and structured caregiver-child 
games (Hirsh-Pasek et al., 2009) would show larger gains in vocabulary (Flack et al., 

already in lockdown when the study started, the questionnaires could not be normed - these were not 
typical circumstances. 
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2018). We predicted that children of caregivers with lower maternal education would 
have (a) smaller gains in both receptive and expressive vocabulary size over lockdown 
than children of caregivers with higher educational attainment, and (b) smaller vo-
cabulary size at the start of lockdown (Pace et al., 2017; Rowe, 2018). However, we also 
predicted that the relationship between maternal education and vocabulary develop-
ment would be better explained by the activities that caregivers engaged in with their 
children: while there may be differences in the activities that caregivers differing in 
educational attainment engage in with their children (Entwisle et al., 2001; Pace et al., 
2017), the duration and the frequency of such activities should be associated with vo-
cabulary gains during lockdown, above and beyond educational attainment. Finally, 
we also predicted that infants who attended kindergarten before the lock-down pe-
riod might experience bigger changes in the quantity and quality of parent-child in-
teractions (before vs. during lockdown) as compared to those who did not, which 
would translate into bigger changes in vocabulary size during lockdown for the for-
mer. 

Methods 

Participants 

In total, 5494 caregivers - from 15 countries and 23 labs - filled in the Time 1 (T1) ques-
tionnaire at the beginning of lockdown in their country/region (see Supplementary 
Material 1 for additional sample details) and 2830 caregivers - from 14 countries and 
21 labs - filled in the Time 2 (T2) questionnaire at the end of lockdown (see Procedure 
for details). Among the 2830 caregivers who filled in T2 questionnaires, data regarding 
798 children were excluded from the analysis for either not meeting the following in-
clusion criteria: (a) monolingual children, defined as having a minimum of 90% ex-
posure to their native language, according to caregiver reports, (b) full term babies, 
defined as born at 37 weeks of gestation or later, (c) no diagnosed developmental dis-
order, and (d) no hearing/vision impairment; or when we were unable to match par-
ticipant ID and/or date of birth across both questionnaires. Note that data gathered 
for bilingual and multilingual children excluded from the present analysis will be an-
alyzed in a separate contribution. In addition, we excluded 16 children who were out-
side the normative age range of country-specific CDIs (Fenson et al. 2007). Finally, 
upon careful analysis of the raw data, we excluded 79 children (2.5% of production 
and 4.4% of comprehension data), whose gains or losses per day in raw CDI compre-
hension or production scores fell outside of the distribution and were theoretically or 
practically uninterpretable for a typically developing child (see Analyses.Rmd code 
on https://osf.io/ty9mn/), likely due to parental inattentiveness or lack of involvement 
in the project (cf 7-13% exclusion of unreliable caregivers in de Mayo et al. (2021) for 
suspiciously brief CDI completion times). 
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Upon application of the inclusion criteria, our final sample comprised 1742 child par-
ticipants3 (886 girls and 856 boys; M age = 627 days at T1, range = 244-1089) from 18 
labs and 13 countries that contributed to both T1 and T2 data. The SES varied between 
1 (primary school, 0.57% of the data) and 6 (doctoral degree, 9.7% of the data), with 
the median education level of 4 (SD = 0.9), where 4 is Bachelor degree (27.78% of the 
data); these data suggest that mothers in this sample had, overall, high education lev-
els, with the largest proportion of mothers having a MA degree (51.5%) and only 2.7% 
and 6.49% of the mothers having a high school and some college degree, respectively; 
although there were notable differences across countries (for details, see Anal-
yses_2.html on https://osf.io/ty9mn/). Yet, note that, for the countries for which data 
on maternal educational attainment were available in wordbank.stanford.edu (Frank 
et al., 2017), the proportion of mothers with lower education levels (1 and 2 on the 
maternal education scale) was comparable to that reported in the normative data (see 
Supplementary Material 3), suggesting that the proportion of mothers with lower ed-
ucational attainment in our sample was not lower than what can be found in the coun-
try-specific normative data, in general. An additional 290 children from Switzerland 
(for whom the exact age was missing) were included in the analyses of the relation-
ship between SES and activities reported on https://osf.io/ty9mn/ (total n = 2033). In-
formation about labs and child participants is included in Table 1.  

Materials 

T1 Questionnaire 

The questionnaire launched at the beginning of lockdown included basic demo-
graphic questions about the children (sex, date of birth, estimated proportion of lan-
guage exposure to each language heard in their daily life, preterm-versus-full-term 
status, history of ear infections, known hearing or visual impairments, and known 
developmental concerns), their caregivers (sex, level of education, and native lan-
guage(s)) and siblings, if any (sex and date of birth). Maternal education (proxy for 
SES) was measured on a scale from 1 to 6, with 1 – primary school, 2 – high school, 3 
– some college/university, 4 – Bachelor degree, 5 – Master degree, and 6 – doctoral
degree (see https://osf.io/ty9mn/ for the distribution of maternal education in each
country).

We measured children’s receptive (for children between 8 and 18 months of age) and 
expressive (from 8 to 36 months of age) vocabularies at the onset of lockdown using 
age-appropriate CDIs and their adaptations for the relevant language (or regional var-
iant). Variants included short-CDIs (Mayor & Mani, 2019 – for German) and web-CDIs 
(de Mayo et al., 2021— for American English, Hebrew, Dutch). CDIs ranged from 303 

3 Note that given that all questions had an option "prefer not to answer", some participants, in the fi-
nal sample, had no data for some activities or SES.  
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to 897 words (25 items for the short-CDIs in German). A subset of laboratories col-
lected additional data (not analyzed here) for use in planned follow-up projects. 

Table 1. Description of the final sample of children (number, mean age in months and 
sd) included in the analyses of gains in production and comprehension (in percentile 
and raw CDI score). 

Production 
(raw CDI score) 

Comprehen-
sion (raw CDI 

score) 

Production 
(percentiles) 

Comprehension 
(percentiles) 

Labid Country Language Age n Age n Age n Age n 
babyling Norway Norwegian 21 (6.9) 173 13.1 (2.7) 58 21 (6.9) 173 13 (2.7) 58 
bcbl Spain Basque 17 (6.5) 18 12.5 (0.9) 10 NA NA NA NA 
bcbl Spain Spanish 15 (6.6) 19 9.8 (1.7) 10 NA NA NA NA 
brc-nijmegen The Neth-

erlands 
Dutch 17 (6.8) 20 12.2 (3.7) 11 NA NA NA NA 

brookes UK English 19 (7.2) 292 12.6 (2.5) 143 15 (1.1) 83 15 (1.1) 81 
clcu UK English 20 (7.6) 40 13.1 (3.6) 17 16 (1.6) 10 16 (1.5) 9 
cogdevlabbyu USA English 12 (3) 39 12.1 (3.0) 38 12 (2.9) 36 12 (2.9) 35 
dsc USA English 21 (6.6) 5 14.7 (1.3) 2 23 (6.6) 4 14 1 
goe Germany German 21 (1.6) 37 NA NA 21 (1.5) 36 NA NA 
HaifaUniv Israel Hebrew 21 (5.5) 61 13.5 (2.7) 12 15 (1.4) 11 15 (1.1) 9 
ilpll USA English 21 (9.0) 49 11.2 (1.9) 16 16 

(6.2) 
32 11 (1.5) 15 

kau-cll Saudi 
Arabia 

Arabic 22 (6.3) 90 11.3 (1.9) 10 NA  NA NA NA 

ldl Canada English 22 (8.4) 17 12 (3.3) 5 20 (5.8) 12 13 (3.1) 4 
mltlab Turkey Turkish 24 (6.2) 40 12.8 (2.3) 4 24 (5.5) 36 12 (1.7) 3 
msu Russia Russian 22 (5.3) 17 15.9 (2.5) 4 23 (5.5) 14 14 (1.8) 2 
multilada Poland Polish 21 (6.8) 223 13.6 (2.6) 77 21 (6.8) 209 13 (2.4) 69 
paris_team France French 22 (6.8) 466 12.9 (1.9) 113 NA NA NA NA 
rhul_baby_lab UK English 15 (1.9) 25 14.4 (1.8) 22 15 (1.1) 23 15 (1.2) 21 
technion_il Israel Hebrew 22 (7.1) 111 14 (2.5) 33 16 (1.8) 30 15 (1.7) 23 

Total 1742 585 709 330 

Note. NA - not available, indicates when CDI norms were not available for a given lan-
guage and/or CDI instrument. In the Brookes sample, 7 participants in the percentile 
analysis and 15 in the analysis of raw CDI were exposed to limited daycare during 
lockdown (means of 1.4 and 1.5 days a week, respectively). 
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T2 questionnaire 

To assess activities that caregivers and their children engaged in during lockdown, a 
custom-made questionnaire was created and then collaboratively expanded and re-
fined until the launch of the project. Questions evaluated the time spent on the fol-
lowing activities during lockdown: shared book reading, structured child-caregiver 
games, free play with the child, singing with the child, one-to-one speaking with the 
child, time spent outdoors, passive screen exposure (watching baby TV, cartoons, 
shows, with no interaction with a digital device), playing baby games on a digital de-
vice, time spent playing without an adult – all on a 10-point scale ranging from “did 
not do this activity at all” to “more than 4 hours most days.” If parents/caregivers in-
dicated that they read to their child at least 15 minutes per day, then they were asked 
eight yes/no questions (receiving each 1 point for a “yes” answer) on the quality of 
reading interactions (Han & Neuharth-Pritchett, 2015). The questionnaire also asked 
about the amount of time caregivers spent working from home and included CDI data 
to measure vocabulary development over the lockdown period. A subset of laborato-
ries collected additional data (not analyzed here) for use in planned follow-up pro-
jects. 

Procedure 

On March 12, 2020, the Norwegian government enforced a national lockdown and, 
among other measures, closed daycare centers. On March 18, the local study on the 
impact of lockdown on language acquisition among 8- to 36-month-old children in 
Norway was preregistered and data collection started on March 20. The same day, a 
call for participation for international partners was issued via various mailing lists, 
which resulted in the present collaboration, including 23 labs in 15 countries. Each 
lab was asked to launch the T1 questionnaire as soon as possible upon daycare cen-
ters’ closure and to launch T2 as close as possible to children starting regular daycare 
again, or if significant changes took place in local policies that would affect social iso-
lation. Data collection started on March 20, 2020 (Norway) and finished on September 
29, 2020 (USA), with a mean time interval between T1 and T2 of 41 days. We welcomed 
participation from all labs that were able to obtain ethical approval in time to launch 
the T1 questionnaire close to the daycare centers’ closure. No minimum participant 
numbers were required to join the project.  

The whole study was conducted online. We used a variety of means to recruit partici-
pants (e.g., social media, lab databases, social platforms, etc.), which allowed us to 
reach out to larger demographic populations, as compared to those typically tested in 
the lab (de Mayo et al., 2021). Data collection took part during the first COVID-19 lock-
down. The announcement invited parents of 8-36-month-old infants to take part in a 
research project and included a link to the T1 questionnaire (see Materials), where 
caregivers were also asked to generate a unique participant identifier and provide a 
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valid email address, to be used when sending them the T2 questionnaire. Participant 
compensation varied across labs from no compensation to a small toy, a book or a 
voucher or a lottery ticket to win gift cards. The research project was approved by the 
Norwegian Center for Research Data REF536895 and by the ethics committee of the 
Department of Psychology at the University of Oslo. Collaborating labs obtained eth-
ical approval from their institutions. Central data analyses used exclusively anony-
mized data. 

Transparency statement 

Prior to data collection, and prior to the call for an international collaboration, we 
preregistered our study for the Norwegian sample (https://osf.io/4mhjw). To accom-
modate for multi-site analyses, and to include modifications made to the question-
naires in the days following the initial preregistration, a multi-site preregistration was 
made prior to data inspection, visualization and processing (https://osf.io/r85fw). All 
materials, anonymized data, and analysis codes are available on the project’s OSF 
(https://osf.io/ty9mn/). 

Results 

Data Processing 

Computation of Vocabulary Gains in Percentiles 

Our dependent variables were the total number of words that caregivers reported 
their child understood (between 8 and 18 months of age) and produced (between 8 
and 36 months of age). The total number of words on CDIs was transformed into daily 
percentiles separately for each language using available norming data from word-
bank.stanford.edu (Frank et al., 2017), provided that the dataset was dense enough, 
with a minimum of 50 data points per age (in months), or, for Hebrew, Polish and 
British English (UK-CDI), via direct contact with the authors who collected the 
norming data. Monthly percentiles from the norming data were linearly interpolated 
to establish daily percentiles (i.e., daily norms), then used to compute children’s vo-
cabulary size in daily percentiles (cf. https://osf.io/ty9mn/). We were able to derive 
daily percentiles for 14 labs in 9 countries (cf. Table 1) and computed gains in percen-
tiles (T2-T1) for both comprehension (n = 330) and production (n = 709). 

Computation of Normalized Gains in Raw CDI Scores 

For 6 CDI instruments from 6 countries, data was either not available on WordBank 
(Saudi Arabia, the Netherlands, extended OxfordCDI) or the data available on Word-
bank was too sparse to ensure reliable computation of percentiles (France, Spain, Is-
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rael CDI - WS), despite children meeting the criteria for inclusion in the study. There-
fore, these data were only entered into the analyses of raw CDI scores (along with the 
data from children that entered the percentile analyses).  

Given (1) wide variation in the CDI size across languages (from 303 to 897) and (2) that 
potential gains were constrained by CDI scores at T1 (e.g., a toddler knowing all of the 
words on the CDI at T1 cannot learn more words on the CDI at T2), we computed a 
normalized measure of gains for each child that situated her with respect to the aver-
age gains from all countries given the same relative number of words known on her 
respective CDIs at T1 (see Analyses.Rmd on https://osf.io/ty9mn/). To this end, first, 
we divided the CDI score at T1 by the total number of items on the CDI, thus producing 
a vocabulary proportion score at T1, that varied between 0 and 1. Second, we fitted a 
polynomial regression to the T1 proportion score, separately for each tool (CDI Words 
and Gestures and CDI Words and Sentences) and modality, using the loess function 
and then used predict on the model outcomes to compute the average expected gains 
associated with T1 proportion scores. Then, we subtracted average expected gains as-
sociated with the T1 proportion scores from actual gains, resulting in average normal-
ized gains of zero, for all T1 proportion scores (see Supplementary Material 2 for the 
visualization of non-normalized and normalized gains in vocabulary size). In other 
words, this procedure allowed us to identify individual deviations from expected 
gains (controlling for the CDI size and the CDI raw score at T1), and to correlate such 
deviations from expected gains with activities during social isolation. This normaliza-
tion procedure for gains in raw CDI scores was conducted separately for each CDI tool 
and modality, for the entire sample comprising 18 labs from 13 countries in: compre-
hension (n = 585, 8-18-month-old children) and production (n = 1742, 8-36-month-old 
children).  

Statistical Analyses 

Correlations between SES and Activities 

Pearson correlations (n = 709, dataset for the analyses of percentile gains in produc-
tion) between SES and activities are reported in Table 2. Correlation matrix for a 
larger data set with n = 2033 children (that includes Switzerland and the labs for which 
norming data for the vocabulary score were not available) is available on the OSF page 
of the project https://osf.io/ty9mn/. As predicted, maternal education correlated pos-
itively with the time spent on shared book reading and negatively with children’s pas-
sive screen exposure. Moderate correlations (>.30) included: a positive correlation be-
tween the time spent on shared book reading and on structured child-caregiver 
games, and between the time spent on passive screen exposure and playing baby 
games on a digital device. All other correlations were weaker (<.30). We hypothesized 
that the relationship between screen exposure and SES might be influenced by par-
ents’ availability, indexed by the number of hours they worked from home. A separate 
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linear model, however, revealed that this interaction was not significant (β = 0.0174, 
SE = 0.028, t = 0.62, p = 0.534).  

Maternal education, activities and gains in production 

First, a mixed-effect regression analysis on percentile gains in production, was con-
ducted in R (R Core Team, 2020) for children between 8- and 36-months-of-age (see 
Table 3) using lmer (Bates et al., 2015:4) and summ (Long, 2020) to obtain the summary 
of the model. Fixed factors were time spent on activities that caregivers engaged in 
with their child during lockdown (mean-centered), maternal education (mean-cen-
tered), child’s sex, and age (mean-centered in days, at T1), time gap between T1 and 
T2 in days (mean-centered), and child’s daycare attendance before T1 (yes/no). De-
scriptive statistics for the activities and other variables used in the model can be found 
in the Supplementary Material 4. Random effects included a maternal education by 
country slope, hence, country was included as a random factor.4  

Next, the same analysis was conducted on the second dependent variable, i.e., nor-
malized raw gains in production. The results of the two models are summarized in 
Table 3. Note that the intercept and the effect of time gap between T1 and T2 need to 
be interpreted differently across the percentile and raw gains models. The intercept 
in the percentile model examines whether children (at the reference level of mean-
centered age) gained more words than expected during lockdown (given normative 
data), since we expect children to stay in the same percentile across development. 
The intercept in the raw gains model is not meaningful as gains were normalized for 
each instrument. Time gap in the percentile model examines whether children’s per-
centile scores improved linearly with the duration of lockdown, i.e., that they showed 
greater improvement in their percentile scores, the longer lockdown lasted. Time gap 
in the raw gains model trivially examines whether children learned more words the 
longer lockdown lasted.  

4 In order to address a potential issue of cryptic multiple testing raised by one of the reviewers, we 
performed, as recommended in Forstmeier & Schielzeth (2011), a full-null model comparison for 
both dependent variables (gains in percentiles and in normalized raw CDI scores), where the full 
model contained all the factors included in the main model and the null model excluded the activities 
examined in the paper. The results of the full/null comparison revealed a significant difference be-
tween the two models in gains in percentiles (!² = 17.6, df = 9, p = .04) and a marginal difference in 
gains in normalized raw CDI scores (!² = 16.2, df = 9, p = .063), suggesting that activities significantly 
improved the fit of the null model. 
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Table 2. Means, standard deviations, and correlations with confidence intervals between SES and activities. 

Variable M SD Maternal
education 

Book 
reading 

Caregiver  
works @home 

Outdoor 
activities 

Free play 
w.child Singing Speaking Screen

exposure 
Digital 
games 

Structured 
games 

Maternal educa-
tion 4.50 0.89 

Book reading 4.06 1.58 .15** 
[.08, .22] 

Parent works 
@home  

3.54 3.51 .03 -.03 
[-.04, .11] [-.11, .04] 

Outdoor activities   4.47 2.67 .02 -.00 .03 
[-.05, .10] [-.08, .07] [-.05, .10] 

Free play w. child  5.83 1.91 .07 .24** .02 .16** 
[-.01, .14] [.17, .31] [-.06, .09] [.09, .24] 

Singing 3.72 1.74 -.03 .14* .03 .11 .21** 
[-.10, .05] [.06, .21] [-.05, .10] [.04, .19] [.14, .28] 

Speaking 5.94 2.13 -.03 .20** -.04 .04 .29** .28** 
[-.10, .05] [.13, .27] [-.12, .03] [-.03, .12] [.22, .35] [.21, .34] 

Screen exposure 3.24 2.36 -.16** -.12* .06 .14** -.01 .03 .03 
[-.23, -.08] [-.20, -.05] [-.02, .13] [.07, .21] [-.09, .06] [-.04, .11] [-.04, .11] 

Digital games 0.52 1.26 -.10 -.08 .05 .06 -.03 .04 .01 .33** 
[-.17, -.02] [-.16, -.01] [-.03, .12] [-.01, .13] [-.10, .04] [-.03, .12] [-.07, .08] [.26, .39] 

Structured games  2.48 1.91 .04 .41** -.07 .04 .18** .17** .18** .11 .06 
[-.03, .11] [.35, .47] [-.14, .01] [-.03, .11] [.10, .25] [.10, .24] [.11, .25] [.03, .18] [-.01, .14] 

Free play no 
adults  

5.16 1.90 -.10 -.16** -.00 .09 -.00 -.00 .06 .23** .14** .01 
[-.17, -.03] [-.23, -.08] [-.08, .07] [.02, .17] [-.08, .07] [-.08, .07] [-.01, .14] [.16, .30] [.06, .21] [-.07, .08] 

Note. * indicates p < .05. ** indicates p < .01. The Holm method was used to correct for multiple comparisons and adjust p-values.
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Table 3. Fixed effects from the mixed-effect regression on the gains in production 
(left: percentiles with n = 709, full cases n = 685; right: raw scores with n = 1742). p-
values below .05 are marked in bold. 

Gains in percentiles Normalized gains in raw CDI scores 

Est. SE t df p Est. SE t df p 

(Intercept) 3.32 1.10 3.01 685 .00 4.01 3.87 1.04 13.45 .32 

SES -1.08 .68 -1.58 685 .11 -.88 2.22 -.40 8.12 .70 

Book reading .16 .43 0.38 685 .71 1.71 .74 2.32 1528.0 .02 

Structured caregiver-
child games 

-.06 .37 -0.18 685 .85 .42 .57 .73 1601.0 .47 

Passive screen expo-
sure  

-.86 .29 -2.97 685 .00 -1.14 .50 -2.27 1377.8 .02

Outdoor activities -.09 .23 -0.40 685 .69 .17 .40 .43 1453.4 .67 

Digital games 1.08 .48 2.24 685 .03 .15 .81 .19 1613.5 .85 

Free play w. child .29 .33 0.89 685 .37 -.42 .55 -.75 1616.7 .45 

Singing -.57 .35 -1.63 685 .10 .32 .63 .50 1603.5 .61 

Speaking .39 .29 1.34 685 .18 .17 .51 .34 1576.0 .74 

Free play no adult -.05 .32 -0.16 685 .88 .10 .51 .19 1618.3 .85 

Time gap -.02 .03 -0.65 685 .52 .55 .07 8.14 150.4 .00 

Daycare before (yes) 1.18 1.22 .97 685 .33 1.05 2.51 .42 1201.8 .68 

Gender (m) .17 1.16 .15 685 .88 -1.37 1.93 -.71 1613.2 .48 

Age (T1) .00 .00 .52 685 .61 -.00 .01 -.33 1587.6 .74 

Note. all numeric predictors were mean-centered in the analyses; p-values were cal-
culated using Satterthwaite d.f. 
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In both analyses, the time spent on passive screen exposure negatively correlated 
with gains in productive vocabulary. As seen in Figure 1, children with no exposure 
to screens were reported to have the largest gains relative to the normative (age-
matched) data from the CDI measures. Yet, it is noteworthy that regardless of the time 
spent on screen use, reported gains in production always exceeded or met expecta-
tions (a gain of zero is equivalent to what would be expected in the normative data).5 

We also note that the intercept in the percentile model is significantly above zero, i.e., 
analyses of caregiver reports suggested that children (at the reference level of mean-
centered age) gained more words in their productive vocabularies during lockdown, 
i.e., daycare closure, when compared to the normative data. A Wilcoxon signed-rank
test with continuity correction found no evidence for a difference in children’s re-
ported vocabularies relative to normative data at the start of lockdown, at T1 (p = .5,
Q1 = 23, median = 50, Q3 = 74), but larger reported vocabularies relative to normative
data by the end of lockdown, at T2 (p = .005, Q1 = 28, median = 56, Q3 = 80). As indicated
by the significant intercept, a one sample t-test on percentile gains between T1 and
T2 revealed that, according to caregiver reports, children gained an average of 4 per-
centiles by the end of lockdown at T2 (95%CI = [2.7:5.0]; t(684) = 7.0, p < .001, d = 0.26).

The effect of time gap on the normalized gains in production suggests that caregivers 
reported that the longer the time gap between T1 and T2 was, the more words their 
children learned. In contrast, we found no evidence that percentile gains in vocabu-
lary size accumulated over lockdown, i.e., that children showed greater vocabulary 
gains (relative to normative data), the longer lockdown lasted. The effects of digital 
media games on gains in percentiles, and of shared book reading on normalized raw 
gains did not replicate across analyses and will not be discussed further. Note also 
that a positive effect of digital media games on gains in percentiles should be inter-
preted with caution as 79% of children did not play digital games at all. There were no 
significant associations between gains in production and children’s gender or age. 

5 As preregistered, we re-analyzed the data when >95% and <5% percentiles were excluded to check 
whether the model outcomes were impacted by these extreme values; the significant intercept and 
main negative effect of passive screen exposure remained significant (see details on OSF). 
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Figure 1. Violin plots of the gains in production (percentiles) for different amounts of 
reported child passive screen exposure. Boxplots display the first quartile and the 
third quartile, along with the median (the short horizontal bar). Gains of zero (dashed 
line) correspond to expected gains considering normative data. 

Maternal education, activities and gains in comprehension 

A similar mixed-effect regression analysis was run on percentile gains in comprehen-
sion for children between 8- and 18-months of age (see Table 4) and on normalized 
raw gains in comprehension. Similar to the analyses on production, country and var-
iation in maternal education by country were included as random factors.6 Descrip-
tive statistics for the activities and other variables used in the model can be found in 

6 Similar to the analyses of the production data, in order to address a potential issue of cryptic multi-
ple testing raised by a reviewer, we performed, as recommended in Forstmeier & Schielzeth (2011), a 
full-null model comparison for both dependent variables (gains in percentiles and in normalized raw 
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the Supplementary Material 4. 

Table 4. Fixed effects from the mixed-effect regression on the gains in comprehension. 
(left: percentiles with n = 330, right: raw scores with n = 585). p-values below .05 are 
marked in bold. 

Gains in percentiles Normalized gains in raw CDI scores 

Est. SE t df p Est. SE t df p 

(Intercept) 6.45 2.37 2.72 15.2 .02 -3.65 7.12 -.51 42.9 .61 

Maternal education -.68 .89 -.76 9.0 .47 -.26 2.38 -.11 2.9 .92 

Book reading 1.48 .57 2.59 316.0 .01 3.55 1.06 3.35 544.2 .00 

Structured caregiver-
child games 

-.00 .45 -.00 312.9 1.00 1.17 .79 1.48 538.9 .14 

Passive screen expo-
sure 

.03 .38 .07 268.7 .94 -.04 .78 -.05 538.8 .96 

Outdoor activities -.33 .31 -1.06 296.6 .29 -.38 .56 -.68 541.3 .50 

Digital games .45 .96 .46 311.7 .64 1.37 2.10 .65 526.8 .51 

Free play w. child .03 .42 .06 314.8 .95 -.78 .78 -1.01 534.5 .31

Singing -.77 .47 -1.63 317.8 .10 -.44 .88 -.50 538.0 .62 

Speaking -.21 .36 .57 283.8 .57 -.34 .64 -.53 529.5 .59 

Free play no adult -.80 .40 -2.01 311.4 .05 -.67 .71 -.94 532.9 .35 

Time gap -.00 .05 -.07 102.8 .95 .73 .09 7.89 149.7 .00 

Daycare before (yes) -.93 1.71 -.54 313.3 .59 1.49 3.41 .44 482.7 .66 

Gender (m) -2.20 1.45 -1.51 311.4 .13 -4.95 2.69 -1.84 530.1 .07

Age (T1) .02 .01 1.53 297.8 .13 -.01 .02 -.39 540.5 .70 

Note. all numeric predictors were mean-centered in the analyses; p-values were cal-
culated using Satterthwaite df. 

CDI scores), where the full model contained all the factors included in the main model and the null 
model excluded the activities examined in the paper. The results of the full/null comparison revealed 
a significant difference between the two models in both gains in percentiles (!² = 17.3, df = 9, p = .044) 
and in normalized raw CDI scores (!² = 19.8, df = 9, p = .019), suggesting that the activities caregivers 
engaged their children with significantly improved the fit of the null model. 
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In both analyses, the time spent on shared book reading significantly correlated with 
gains in receptive vocabulary. As seen in Figure 2, children whose caregivers read 2-
3 hours a day to them were reported to have the largest gains in receptive vocabulary 
size relative to the normative (age-matched) data. Yet, it is noteworthy that even par-
ticipants with moderate exposure to books (more than 15 minutes per day) were re-
ported to have gained more words than expected considering the (age-matched) 
norms.7  

Figure 2. Gains in receptive vocabulary (in percentiles) for different amounts of re-
ported shared book reading time. Gains of zero (dashed line) correspond to expected 
gains considering normative data. 

7 As preregistered, similar to the analyses on production, we re-analyzed the data when >95% and 
<5% percentiles were excluded to check whether the model outcomes were impacted by these ex-
treme values; the significant intercept and main positive effect of book reading remained significant 
(see details on OSF). 
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The quality of book reading, however, did not robustly correlate with gains in vocab-
ularies, i.e., not across both measures of gains (see Analyses.Rmd on 
https://osf.io/ty9mn/ for the full analysis). 

Similar to our analysis of production scores, analysis of caregiver reports suggested 
that young children (at the reference level of mean-centered age) gained more words 
in their receptive vocabularies during lockdown, i.e., daycare closure, when com-
pared to the (age-matched) normative data (see Table 4 – the intercept is significantly 
above zero in the analysis on percentiles). A Wilcoxon signed-rank test with continu-
ity correction found no evidence for a difference in children’s reported vocabularies 
relative to normative data as children entered lockdown, at T1 (p = .9, Q1 = 23, median 
= 50, Q3 = 76), but found larger vocabularies relative to normative data at the end of 
lockdown (p = .01, Q1 = 29, median = 56, Q3 = 79). As indicated by the significant inter-
cept, a one sample t-test in percentile gains between T1 and T2 revealed that, accord-
ing to caregiver reports, children gained an average of 3.8 percentiles by T2 (95% CI 
[2.3, 5.2]; t(317) = 5.0, p < .001, d = 0.28)  

A strong effect of time gap was also reported for the normalized gains in raw CDI 
scores, i.e., caregivers' vocabulary reports suggested that their children gained words 
throughout the lockdown. The additional effect of time spent playing without an adult 
in the percentile analysis did not replicate across analyses and will not be discussed 
further. There were no significant associations between children’s gender or age and 
vocabulary development. 

Maternal education and Vocabulary at T1 

To estimate the extent to which maternal education was associated with expressive 
and receptive vocabulary at T1, in percentiles8, we fitted two generalized linear mixed 
models with beta error structure and logit link function (McCullagh & Nelder, 1989; 
Bolker, 2008) using glmmTMB (Brooks, 2017). We fitted models with beta error struc-
ture due to issues with the homogeneity and normality of the residuals in the pre-
registered Gaussian model. The model revealed no effect of maternal education in 
either production (β = 0.073, SE = 0.046, !² = 2.28, df = 1, p = .131), or comprehension 
(β = 0.041, SE = 0.058, !² = 0.501, df = 1, p = .479, see Supplementary Material 5 for the 
full analysis). There were no significant associations between children’s gender and 
receptive vocabulary at T1. 

8 Given that raw CDI sizes varied considerably across languages/tools (as number of items varied con-
siderably across tools), correlated with age and we had wide variations in participants’ ages across 
instruments, it was not possible to perform those analyses on raw CDI scores. 
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Discussion 

Three findings stand out from the reported analyses. First, children who had less pas-
sive screen exposure during lockdown showed larger gains in their expressive, but 
not receptive, vocabulary size. Second, children whose caregivers read more to them 
during lockdown showed larger gains in their receptive, but not expressive, vocabu-
lary size. Third, overall, based on caregivers’ reports, children’s receptive and expres-
sive vocabularies showed larger increases during lockdown relative to their pre-lock-
down, age-matched peers, i.e., using normative data collected pre-lockdown. We dis-
cuss these and other reported findings as well as provide potential explanations for 
these effects.  

First, children who had more passive screen exposure during lockdown were re-
ported to have lower gains in expressive vocabulary size (see Figure 1). Children who 
had no passive exposure to screens showed modest gains in expressive vocabulary 
relative to their pre-lockdown peers and smaller gains with increasing exposure to 
screens. There was no influence of passive screen exposure on children’s receptive 
vocabulary across analyses. This differential association between screen exposure on 
receptive and expressive vocabulary size aligns with recent results in toddlers (Dynia 
et al., 2021). We suggest that the negative association between expressive vocabulary 
size and screen consumption may be explained by the fact that there is no require-
ment to respond to asynchronous digital content. This, in turn, may lead to longer 
stretches where children are not actively engaged in interacting with others, thereby 
providing them with little opportunity to expand their productive repertoire. In other 
words, digital media exposure may have an “opportunity cost” in that it takes time 
away from other interactions where children may have more opportunities to expand 
their expressive vocabulary. We did not collect information on the context of screen 
exposure, yet, recent research suggests that the context in which children are exposed 
to TV (e.g., during family meals, free day time, etc.) can have differential effects on 
language development (Martinot et al., 2021). A spin-off project on digital exposure 
provides more detail on digital practices in children and parents during the first covid 
lockdown (Bergmann et al., in press).   

Second, we found that shared book reading explained more of the variance in gains 
in receptive vocabulary than any of the other examined activities (c.f. Montag et al., 
2018). As shown in Figure 2, children whose caregivers did not engage in shared book 
reading at all were reported to have lower receptive vocabulary gains relative to pre-
lockdown age-matched peers, whereas children whose caregivers engaged in more 
than 15-30 minutes of shared book reading per day were reported to have an increase 
in receptive vocabulary relative to pre-lockdown age-matched peers. There was no 
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similarly consistent association between shared book reading and children’s expres-
sive vocabulary size9, nor between the quality of shared book reading and children’s 
expressive or receptive vocabulary size. Our results highlight the association between 
book reading and some aspects of children’s language development. Indeed, shared 
book reading includes more referential language than other routines and activities 
(Tamis-LeMonda et al., 2019); presents the child with higher frequencies of rare 
words than in everyday conversation (Montag et al., 2018) and allows children to ex-
plore words and worlds beyond the here and now.  

It is noteworthy that reported receptive and expressive vocabulary growth during 
lockdown outpaced vocabulary growth in normative age-matched peers. There were 
no differences in the vocabulary increase between those infants who attended a day-
care before the lockdown and who did not. While we did not predict such a lockdown 
boost, we suggest, post-hoc, alternative explanations for this finding. First, we may, 
perchance, be tapping into a demographic which differs from the sample used to cal-
culate vocabulary norms. We suggest this to be unlikely given that we found no evi-
dence that vocabulary sizes at T1 in our sample differed from normative data, nor did 
we find substantial differences in the distribution of maternal education in our sam-
ple and the one used to derive the vocabulary norms for the countries for which these 
data were available (see Supplementary Material 3). Second, many caregivers were 
working from home during lockdown and were with their child for longer stretches 
during the day relative to pre-lockdown. Thus, they had more opportunity to assess 
their child’s development and might have been more aware of the words their child 
understood and produced, leading to more complete responding on the parent report 
forms we used and, hence, higher CDI scores. Third, social contact restrictions and 
closing of child-care facilities may have led to increased family and quality time be-
tween caregivers and children, providing them with more opportunities for activities 
that boost vocabulary knowledge, e.g., shared book reading. We are currently unable 
to disentangle the latter two interpretations of our findings and advocate caution in 
interpreting this lockdown boost in receptive vocabulary growth. Yet from a broader 
perspective these two interpretations need not be mutually exclusive: greater 
knowledge of children's vocabulary may allow caregivers to fine-tune the type and 
amount of input they provide to their child, in turn potentially leading to better out-
comes (Fusaroli et al., 2019). Equally, children who showed greater improvements 
verbally may also have elicited particular interactions with their parents, e.g., in-
creased amounts of time spent on shared book reading and less screen exposure. 
Other factors that might have modulated the role of activities are the household struc-
ture, the presence (and, if so, the number) of siblings, which is examined in a separate 
spin-off project, and the circumstances of data collection. Given that the data were 
collected during the first COVID-19 lockdown, it is possible that parents’ engagement 

9 The relationship between book reading and gains in expressive vocabulary was only revealed for the 
normalized gains in vocabulary.  
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in the study was affected by the ongoing pandemic and differed from the non-COVID-
19 times, when parents have other demands on their time and attention and feel less 
stressed. Recent studies reported that the pandemic affected mothers in particular 
(Langin, 2021), as mothers spent more time to take care about the child and the house-
hold than fathers, and mothers’ experience of pandemic (not measured in the current 
study) might have influenced their behavior and responsiveness (Evans et al., 2021).  

Importantly, children entered the lockdown with a range of vocabulary sizes and had 
been exposed to learning environments differing in quality prior to daycare closure. 
The associations between shared book reading, screen time and receptive and expres-
sive vocabulary development, respectively, reported above are considerable, as they 
capture associations between momentary modulations in the child’s learning envi-
ronment (over an average of just 41 days) and vocabulary development. This is espe-
cially so, given recent findings suggesting that parental input shapes children’s lan-
guage skills even after controlling for potential genetic confounds (Coffey et al., 2021). 
Other activities (outdoor activities, caregiver-child interactions/games), that did not 
predict gains in receptive and expressive vocabulary size, contributed to other aspects 
of the child’s development, such as the child’s well-being during the lockdown (cur-
rently being investigated in a separate spin-off project). In contrast to book reading 
and screen exposure – the two activities that have been systematically analyzed in 
recent child development research - there are no standardized questionnaires that 
cover the wide spectrum of languages used in the present study, to examine, retro-
spectively, child-parent engagement across the wider set of activities used in the cur-
rent study, e.g., singing, outdoor activities. Therefore, the lack of a significant effect 
of other activities on vocabulary gains might be attributed, to the lack of salience of 
other activities to parents, to unknown psychometric properties of reports associated 
with some activities (e.g., most infants did not use digital games in our study), or to 
limited reliability when parents are asked to recall past activities (Nivison et al., 2021). 
However, the analysis, over the same cohort, of the impact of activities on a child’s 
well-being - the focus of a separate contribution (see 
https://osf.io/ns6gh/?view_only=bee2c0f1686542e9b006ea04e36f0c88)- suggests that 
parental reports can be used across a range of activities, and that varying activities 
might have differential effects on child’s language development and well-being.  

Contrary to our hypothesis, maternal education did not correlate with receptive or 
expressive vocabulary growth during lockdown or vocabulary size at the onset of lock-
down. Note that the absence of an effect of maternal education on gains in receptive 
or expressive vocabulary size should be taken with caution, as there were relatively 
few participants with the maternal education lower than a Bachelor degree, which 
was level 4 on a scale from 1 to 6 in our study (14% of the comprehension data and 
10% of the production data) and few participants with the high-school education level 
only, which was level 2 on our scale (5% of the comprehension data and 3% of the 
production data). Although the proportion of mothers with low education level in the 
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current sample was comparable to that reported in the normative data for some of the 
countries in wordbank.stanford.edu (see Supplementary Material 3), research on a 
sample with a more homogeneous distribution of maternal education is required to 
further address this question. Therefore, the extent to which these findings generalize 
to families from lower socioeconomic backgrounds (as indexed by lower education 
level in the current study) and less industrialized countries, who were hit hardest by 
the pandemic, remains uncertain. Nonetheless, the absence of the effect of maternal 
education is consistent with the modest effects of maternal education on vocabulary 
reported in data from Wordbank (excluding the USA; Frank et al., 2021) particularly 
in children under 24 months, especially since a large percentage of the current sam-
ple involved children below this age (68%). However, maternal education did corre-
late positively with time spent on shared book reading, and negatively with time the 
child spent with digital media. Thus, while there were differences in the activities that 
caregivers with differing levels of educational attainment engaged in with their child 
(Entwisle et al., 2001; Pace et al., 2017), our results suggest that the activities that care-
givers engaged in with their children, rather than caregivers’ educational attainment, 
correlated with children’s receptive and expressive vocabulary development during 
lockdown. The conjunction of these results highlights some of the pathways through 
which maternal education (as a proxy for SES) may explain variability in vocabulary 
development in other studies (Fernald et al., 2013; Pace et al., 2017, Rowe, 2018).  

Conclusion 

This large-scale multinational study (1742 participants, 13 countries) offers a unique 
window into associations between features of the home environment and children’s 
longitudinal receptive and expressive vocabulary development. Taken together, the 
results suggest, that in our sample, caregiver education, children’s age or sex were 
not associated with children’s receptive and expressive vocabulary development as 
much as some of the activities that caregivers reported undertaking with their chil-
dren. 

In particular, the frequency and duration of shared book reading and screen exposure 
were related to respective receptive and expressive vocabulary gains in lockdown – 
children whose caregivers read more to them and who had less passive screen expo-
sure showed larger receptive and expressive vocabulary gains, respectively, – and 
that children’s reported receptive and expressive vocabulary development was 
boosted compared to pre-pandemic CDI norms.  
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Appendices 

Supplementary Material 1 

Table 1. Sample sizes for participating labs, for production data. 

Labid Language Country T1 sample T2 sample Final T1-T2 
sample 

Average T1-T2 
gap (days) 

kau-cll Arabic Saudi Arabia 336 171 90 73 
nbu Bulgarian Bulgaria 69 18 0 
brc-nijmegen Dutch The Nether-

lands 
26 25 20 39 

brookes English UK 565 341 292 74 
cogdevlabbyu English USA 93 89 39 23 
clcu English UK 123 56 40 35 
dsc English USA 32 14 5 86 
ilpll English USA 263 115 49 73 
ldl English Canada 63 29 17 33 
Louisville English USA 62 nc na 
owll English USA 10 nc na 
rhul_baby_lab English UK 55 34 25 25 
unlv English USA 56 27 0 
paris_team French France 654 535 466 28 
goe German Germany 84 69 37 63 
HaifaUniv Hebrew Israel 343 103 61 26 
technion_il Hebrew Israel 335 164 111 37 
babyling Norwegian Norway 786 182 173 20 
multilada Polish Poland 670 246 223 27 
hetsl French Switzerland nc 400 ca 
msu Russian Russia 255 24 17 41 
bcbl Spanish Spain 157 131 37 65 
mltlab Turkish Turkey 57 57 40 31 

Total 5094 2830 1742 41 

nc - data not collected 
na - does not apply, giving that data in one sample was missing 
ca - due to the lack of child’s exact age, Swiss final data (n = 290) was used in the anal-
yses of the relationship between maternal education and activities (cf project’s OSF) 
Note. Final T1-T2 sample contains data points that have passed the inclusion criteria 
after the merge of the matching T1 and T2 questionnaires.   



Language Development Research 

Volume 2, Issue 1, 31 December 2022 

32 

Supplementary Material 2 

Figure 1. Non-normalized (top) and normalized (bottom) gains in comprehension vo-
cabulary as a function of the adjusted CDI score at T1 for the CDI tools Words and 
Gestures (wg) and Words and Sentences (ws). See Analyses_2.Rmd code on 
https://osf.io/ty9mn/ for data on production.  
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Supplementary Material 3 

We report below (Table 2) the fraction of participants having completed primary 
(level 1) and “some secondary” (level 2) education in the current sample, as well as 
in the sample used to derive vocabulary norms (from WordBank). We restricted our 
comparison to the handful of instruments for which we have maternal education in-
formation in both samples, as well as having commensurate measures of maternal 
education. 

Table 2. Percentage of participants in the first two levels of maternal education scale 
(primary, and some secondary), for the norming sample (WordBank) and our sam-
ple. Differences in the maternal education between the Wordbank sample and the 
German and Spanish samples in the current study are likely attributed to smaller 
sample sizes in these two countries in our study. 

Instrument (CDI) Percentage of participants on 
WordBank  

Percentage of participants in our 
sample (and sample size) 

American English CDI 5.3% 5.5% (110) 
Norwegian CDI 5.0% 4.0% (173) 
French CDI 0% 1.1% (466) 
German CDI 37.1% 13.5% (37) 
Spanish CDI 5.4% 8.1% (37) 



Language Development Research 

Volume 2, Issue 1, 31 December 2022 

34 

Supplementary Material 4 

Table 3. Descriptive statistics of the variables used in the analyses of the production 
data (in percentiles). 
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Table 4. Descriptive statistics of the variables used in the analyses of the comprehen-
sion data (in percentiles). 
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Supplementary Material 5 

Impact of SES on Vocabulary at T1 

To estimate the extent to which language comprehension and production depended 
on maternal education we fitted two Generalized Linear Mixed Models (GLMM; 
Baayen 2008) with beta error structure and logit link function (McCullagh & Nelder 
1989; Bolker 2008). We used a beta rather than a Gaussian error function since the 
residuals of the Gaussian model were neither normally distributed nor homogeneous. 
Both models were identical in their fixed and random effects: As fixed effects, we in-
cluded maternal education while controlling for sex, i.e., two fixed factors. We in-
cluded random intercepts of country and random slopes of both predictors within 
country (cf Schielzeth & Forstmeier 2009; Barr et al. 2013). We excluded parameters 
for the correlations among the random intercept and slopes due to model conver-
gence issues. 

Maternal education was z-transformed (M=0, SD=1) to ease model convergence and 
the random effect of sex was manually dummy coded and centered. We fitted the 
model in R (version 4.0.3; R Core Team 2020) using the function glmmTMB (version 
1.0.2.1; Brooks 2017). We determined the significance of individual fixed effects by 
comparing the respective full model with reduced models lacking them one at a time, 
utilizing likelihood ratio tests (Dobson 2002). We determined confidence intervals of 
model estimates by means of a parametric bootstrap (function simulate of the pack-
age glmmTMB) and estimated model stability by dropping countries one at a time and 
comparing estimates of models fitted to the respective subsets of the data to those 
obtained for the full data set. This revealed both models to be of moderate to good 
stability (see results). Neither of the two models was overdispersed (dispersion pa-
rameters; comprehension model: 1.00; production model: 1.048). The samples ana-
lysed for the two models comprised a total of 352 children from eight countries (com-
prehension model) and a total of 729 children from nine countries (production 
model). 

As can be seen in Tables 1 and 2, neither maternal education nor sex were significant 
in either of the two models. However, sex was only marginally non-significant in the 
production model and all model estimates had the hypothesized sign (Tables 1 and 2). 
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Table 5. Results of the comprehension model (estimates together with standard er-
rors, confidence limits, significance tests, and range of estimates (min, max) when 
dropping countries one at a time). 

term Estimate SE lower Cl upper Cl !² df P min max 
Intercept 0.092 0.164 -0.227 0.429 (1) -0.096 0.185
mat. educ(2) 0.041 0.058 -0.075 0.162 0.501 1 0.479 0.031 0.083 
sex(3) -0.146 0.151 -0.454 0.136 0.840 1 0.360 -0.254 -0.040

(1) not indicated because of having a very limited interpretation
(2) z-transformed to a mean of zero and a standard deviation (sd) of one; mean and sd
of the original variable were 4.375 and 0.944, respectively
(3) dummy coded with female being the reference category

Table 6. Results of the production model (estimates together with standard errors, 
confidence limits, significance tests, and range of estimates (min, max) when drop-
ping countries one at a time). 

term Estimate SE lower Cl upper Cl !² df P min max 
Intercept 0.053 0.115 -0.169 0.296 -1.000 -0.018 0.121
mat. educ(2) 0.073 0.046 -0.017 0.162 2.285 1 0.131 0.040 0.105 
gender(3) -0.268 0.130 -0.520 -0.013 3.061 1 0.080 -0.349 -0.178

(1) not indicated because of having a very limited interpretation
(2) z-transformed to a mean of zero and a standard deviation (sd) of one; mean and sd
of the original variable were 4.505 and 0.882, respectively
(3) dummy coded with female being the reference category

License 

Language Development Research is published by TalkBank and the Carnegie Mellon 
University Library Publishing Service. Copyright © 2022 The Authors. This work is 
distributed under the terms of the Creative Commons Attribution-Noncommercial 
4.0 International license (https://creativecommons.org/licenses/by-nc/4.0/), which 
permits any use, reproduction and distribution of the work for noncommercial pur-
poses without further permission provided the original work is attributed as speci-
fied under the terms available via the above link to the Creative Commons website. 



 Language Development Research  
 
 
 
 
 

 
 

Volume 2, Issue 1, 31 December 2022 
 

37 

It’s your turn: The dynamics of conversational turn-taking in 
father-child and mother-child interaction 

 
Linda Kelly 

Elizabeth Nixon 
Jean Quigley 

School of Psychology, Trinity College Dublin, Ireland 
 

 
Abstract: The aim of this study was to elucidate the interactive and temporal features of conversational 
turn-taking during father-child and mother-child play and investigate associations with children’s cog-
nitive and language abilities. Eighty typically developing two-year-olds (M = 24.06 months, SD = 1.39) 
and their biological mothers and fathers took part in the current study which consisted of a single visit 
to an Infant and Child Lab. Parent-child conversational turn-taking was measured from dyadic struc-
tured play interactions (160 dyads in total), as well as parents’ verbal turn-taking behaviours including 
length of turn, questions, and contingent responsiveness. Child language and cognitive skills were di-
rectly assessed using standardised measures. Results indicated that there was greater balance in con-
versational turn-taking during father-child play. However, mothers were more responsive to their 
child’s vocalisations during interaction. Mothers’ and fathers’ use of questions effectively scaffolded 
children’s participation in conversation. Finally, controlling for mother-child conversational turn-tak-
ing, father-child conversational turn-taking did not account for any unique variance in child cognitive 
skills. Regression analyses failed to demonstrate associations between parent-child conversational 
turn-taking and child language skills. These findings present new insights into the dynamics of mother-
child and father-child conversational turn-taking during play as well as the nature of the contribution 
of father-child linguistic exchanges to child development. 
 
Keywords: fathers; child-directed speech; conversational turn-taking; language development; cogni-
tive development.  
 
Corresponding author(s): Linda Kelly, School of Psychology, Trinity College Dublin, College Green, 
Dublin 2, Ireland, D02PN40. Email: kellyl11@tcd.ie. 
 
ORCID ID(s): Linda Kelly https://orcid.org/0000-0002-7687-9248; Elizabeth Nixon https://or-
cid.org/0000-0001-8746-4390; Jean Quigley https://orcid.org/0000-0003-0469-5199  
 
Citation: Kelly, L., Nixon, E., & Quigley, J. (2022). It’s your turn: The dynamics of conversational turn-
taking in father-child and mother-child interaction. Language Development Research, 2(1), 37—68. 
https://doi.org/10.34842/840g-2297 
 
  



 Language Development Research  
 
 
 
 
 

 
 

Volume 2, Issue 1, 31 December 2022 
 

38 

Introduction 
 
Socio-cultural and social-interactionist theories of development emphasise how vari-
ation in the quality of social-communicative interactions between parents and their 
children contribute meaningfully to child development (Bruner, 1981; Snow, 1977; 
Vygotsky, 1978). Child-directed speech (CDS) is an important communicative tool 
which parents use, seemingly intuitively, that serves a variety of important functions 
for the developing child (Fernald, 1989; Rowe, 2012; Werker & McLeod, 1989). Tradi-
tionally, research on children’s early linguistic environment has focussed on the 
mother-child dyad, but we know that fathers contribute in important and unique ways 
to child development (Cabrera et al., 2014; Lamb & Lewis, 2010). Including both moth-
ers and fathers in research is valuable in providing a closer approximation of the ecol-
ogy of the developing child and the range of factors which shape their development.  
 
Apart from the lexical and syntactic features of CDS, studies have demonstrated the 
importance of pragmatic dimensions of parental input during toddlerhood (Rowe & 
Snow, 2020). According to Bruner (1983), children’s development relies on more than 
exposure to language input, and it is important to emphasise the interactive compo-
nent of parent-child communication. In particular, recent literature has turned its fo-
cus to the importance of conversational turn-taking in parent-child interaction for 
child development (e.g., Donnelly & Kidd, 2021; Gilkerson et al., 2017; Gómez & 
Strasser, 2021; Romeo et al., 2018). However, little research thus far has specifically 
examined conversational turn-taking in father-child interaction. The aim of the cur-
rent study was therefore to examine conversational exchanges in mother-child and 
father-child interaction. Furthermore, in order to better understand the dynamics of 
these communicative exchanges, the present study sought to decompose the con-
struct of conversational turn-taking and examine how mother-child and father-child 
interactive verbal behaviours support young children’s engagement in back-and-
forth exchanges. Lastly, this study investigated concurrent associations between fa-
ther-child conversational turn-taking and children’s language and cognitive abilities. 
 
Conversational Turn-Taking and Child Development 
 
Newborn infants show an early propensity for social interaction and the behaviours 
of both infants and their parents are intent on promoting and maintaining proximity 
with one another (Bowlby, 1969). Before they learn to speak, infants engage in epi-
sodes of joint attention with their parents and communicate using behaviours such as 
vocalisations and facial expressions. These behaviours are highly contingent upon 
and synchronised with those of their parents (Trevarthen & Aitken, 2001). Bateson 
(1979) termed these pre-linguistic interactions between infant and parents “proto-
conversations” and described these exchanges as the early precursors of conversation 
and turn-taking. The “conversational duet” in which parent and child are jointly en-
gaged in interaction is also considered an important foundation for child language 
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and socio-cognitive development (Bruner, 1983; Hirsh-Pasek et al., 2015). This aligns 
with transactional models which frame the development of the individual as arising 
from dynamic bidirectional interactions between the child and their environment 
(Sameroff, 2009).  
 
The literature proposes several pathways by which parent-child conversational turn-
taking may support children’s development. Back-and-forth verbal exchanges be-
tween parents and children may help caregivers gauge the developmental capacities 
of their child and pitch the complexity of their language input within the bounds of 
the child’s zone of proximal development, maximising their learning potential 
(Vygotsky, 1978). Greater conversational turn-taking may be indicative of high levels 
of caregivers’ responsiveness, which may explain how greater involvement in conver-
sation drives child language learning (Zimmerman et al., 2009). Involvement in con-
versation also provides children the opportunity to practice their emerging language 
and cognitive skills and may support deeper engagement by the child with the linguis-
tic structure of speech input (Romeo et al., 2018). Beyond exposure to language input, 
studying children’s involvement in conversation provides an insight into the child’s 
active role in their own development. 
 
Research to date has demonstrated that during early childhood, conversational turn-
taking in parent-child interaction may be a stronger predictor of child language and 
brain development than quantity of parental speech input (e.g., Gilkerson et al., 2017; 
Romeo et al., 2018; Zimmerman et al., 2009). Romeo and colleagues (2018) demon-
strated that, controlling for quantity of speech input, conversational turn-taking be-
tween children aged 4–6 years and their parents was associated with children's brain 
activity and their verbal abilities. Longitudinal research has also demonstrated that 
controlling for quantity of input, more conversational turn-taking between parents 
and preschool aged children was associated with greater language abilities 18 months 
later (Zimmerman et al., 2009). In another longitudinal study, Gilkerson and col-
leagues (2017) examined conversational turn-taking between children aged 2–48 
months of age and their caregivers at monthly intervals and observed associations 
with child language ability.  
 
Gilkerson and colleagues (2018) also demonstrated that early conversational turn-tak-
ing predicted child IQ and verbal abilities 10 years later. The authors observed that 
conversational turn-taking between caregivers and their children which took place 
during the window of 18–24 months of age was particularly important for later child 
outcomes. Recently, Donnelly and Kidd (2021) demonstrated bidirectional associa-
tions between adult-child conversational turn-taking and children's vocabulary devel-
opment between 9–24 months of age. Children become more proficient turn-takers 
as their language skills advanced, and at the same time conversation with caregivers 
emerged as an important context for children’s language development (Donnelly & 
Kidd, 2021). Overall, the findings of these studies emphasise the importance of 



 Language Development Research  
 
 
 
 
 

 
 

Volume 2, Issue 1, 31 December 2022 
 

40 

studying the interactive components of children’s early communicative environ-
ments.  
 
Previous studies of conversational turn-taking are however subject to several limita-
tions. Research to date has relied on data produced by The Language Environment 
Analysis (LENA) system, a widely used tool for measuring day-long recordings. Re-
cent studies evaluating LENA suggest that, compared to human coders, this system 
may miss more instances of speech and is less effective in tagging speakers correctly 
(Cristia et al., 2020). A longitudinal study which compared LENA's adult-child conver-
sational turn count to manually coded turn counts at five time points between 6–24 
months of age also demonstrated that LENA overestimated turn counts across all age 
groups (Ferjan Ramírez et al., 2021). In addition, it can be unclear when using this 
tool as to whether the speech in the child’s environment was directed towards the 
child or was merely overheard (Zimmerman et al., 2009).  
 
Furthermore, LENA relies on counts of conversational turns in the child’s interactive 
environment. This approach, however, fails to account for the distribution of conver-
sational load across the interaction. A conversational turn begins when one interloc-
utor starts speaking and ends when the next speaker commences. One conversational 
turn can therefore consist of several utterances. Comparing both parent’s and child’s 
mean length of turn provides insight into how interlocutors share the burden of con-
versation within turn-taking episodes. Greater balance in turn-taking occurs when 
parent and child take turns of similar length and no one interlocutor is dominating 
the conversation. Equilibrium in turn-taking suggests that both interlocutors are ac-
tively verbally participating in conversation across the interaction and may be more 
effective in capturing children’s engagement in conversation compared with conver-
sational turn counts. Conversational balance is calculated by computing the ratio of 
each interlocutor’s mean length of turn within a conversation (see Lloyd et al., 2001; 
McDonnell et al., 2003; Vaughan et al., 2015 for examples of other studies using this 
approach). 
 
Examination of conversational balance provides insight into children’s involvement 
in conversation but reveals little information with regards to the qualitative content 
of the conversations between parent and child and the turn-taking behaviours exhib-
ited by parents which support children’s participation in language interactions. If 
conversational turn-taking is an important aspect of the early interactive environ-
ment, as emerging research suggests, it is of interest to understand more clearly the 
dynamics of conversational turn-taking and the mechanisms through which it may 
support child language and cognitive development.  
 
Finally, a key limitation of previous research is the lack of focus on father-child con-
versational turn-taking. Early father-child language exchanges have important impli-
cations for children’s language and cognitive development (Rowe et al., 2017; Schwab, 
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et al., 2018), often beyond the influence of maternal CDS (Baker & Vernon-Feagans, 
2015; Conica et al., 2020; Malin et al., 2014; Pancsofar & Vernon-Feagans, 2006; 
Pancsofar & Vernon-Feagans, 2010). Studies comparing mothers’ and fathers’ CDS 
during toddlerhood have, however, primarily focussed on the lexical and syntactic 
features of speech rather than the interactive elements of parent-child communica-
tion. This study therefore sought to profile both mother-child and father-child con-
versational turn-taking during play and examine how parents’ interactive verbal be-
haviours support children’s verbal participation in conversation as well as their lan-
guage and cognitive development. 
 
Dynamics of Turn-Taking during Parent-Child Conversation 
 
Certain features of parents’ speech and communication may serve to scaffold chil-
dren’s participation in conversation. The present study was concerned with elucidat-
ing whether certain interactive verbal behaviours produced by mothers and fathers 
were associated with greater balance in turn-taking in parent-child conversation. The 
units of turn-taking explored in the current study included parents’ length of turn, 
questions posed by mothers and fathers, and parental contingent responsiveness. 
 
Length of Turn  
 
The first interactive verbal behaviour examined by the present study was parents’ 
length of turn. As previously mentioned, one conversational turn can comprise mul-
tiple utterances. Longer turns may indicate that one interlocutor is dominating the 
language interaction. Parents who take longer turns may be providing fewer oppor-
tunities for their child to participate in conversation. Previous research has demon-
strated that when parents decreased the length of turns they took, children’s verbal 
participation in conversation increased (Brassart & Schelstraete, 2015; Girolametto, 
1988). The literature suggests the CDS that mothers and fathers produce during inter-
action with their toddlers is comparable (Pancsofar & Vernon-Feagans, 2006; Rowe et 
al., 2004), therefore it was hypothesised that no significant differences between moth-
ers’ and fathers’ length of turn would be observed. If greater conversational turn-tak-
ing is associated with better child language and cognitive scores, it was expected that 
parents’ length of turn would be inversely related to child developmental abilities. 
 
Parental Contingent Responsiveness  
 
Another important aspect of back-and-forth exchanges is responsiveness. As young 
children develop greater competency as communicators, parents hold much of the 
responsibility for coordinating smooth verbal exchanges, and this is facilitated by re-
sponding contingently to the child's vocalisations (Rutter & Durkin, 1987). Conversa-
tional turn-taking may therefore be enhanced by sensitive and contingent responding 
to the child (Brassart & Schelstraete, 2015). Well-timed responses are typically 
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considered to occur within 2–5 seconds of a child’s utterance (McGillion et al., 2013). 
Semantically contingent responding is also a prerequisite of successful verbal inter-
action (Bornstein et al., 2015) whereas parental utterances which fail to follow the 
child’s focus of attention may be less useful in supporting children’s engagement in 
conversation (Brassart & Schelstraete, 2015).  
 
Research with mothers has consistently shown that responses which are well-timed 
and semantically related to the child’s present focus of attention facilitate child lan-
guage and cognitive development (Bornstein et al., 1999; Landry et al., 2000; Masur et 
al., 2005; Tamis- LeMonda et al., 2001; Tamis-LeMonda et al., 2014). Parental respon-
siveness in early infancy may serve to convey the role of language as a social-commu-
nicative device (Tamis-LeMonda et al., 2001). It may also help children to match labels 
to objects in the environment thereby supporting vocabulary development (Tamis-
LeMonda & Bornstein, 2002). Furthermore, responsive caregiving may contribute to 
the child’s emerging sense of their own impact on the world around them (Bornstein 
et al., 2015), perhaps furnishing them with an awareness of their own behaviour and 
capacity for regulation (Kopp, 1982). Compared to mothers, much less is known about 
fathers’ responsiveness during parent-child interaction although research suggest 
that fathers’ sensitivity to their children's cues is important for cognitive and language 
development (Tamis-LeMonda et al., 2004). 
 
Questions 
 
Another turn-taking behaviour studied in the literature is questions produced by 
mothers and fathers during interaction with their child. Locke (1996) suggested that 
while turn-taking with younger children is primarily supported by parents' contin-
gent responsiveness, by age 24 months caregivers place more responsibility upon 
children to participate in conversation by asking questions. Previous studies suggest 
that fathers produce more conversation-eliciting speech such as wh-questions during 
interaction with their young children compared to mothers (Malin et al., 2014; Rowe 
et al., 2004) although others (e.g., Pancsofar & Vernon-Feagans, 2006) observed no 
difference. Conversation-eliciting speech is hypothesized to be a challenging feature 
of the child’s communicative environment and has previously been demonstrated to 
support child verbal reasoning (Rowe et al., 2017) and language development (Leech 
et al., 2013). Wh-questions may require complex responses compared to yes/no ques-
tions and may therefore support children’s development of language and reasoning 
skills (Rowe et al., 2017). It was also expected that a higher proportion of CDS in the 
form of questions posed by parents would encourage greater verbal participation of 
the child during interaction. 
 
The Current Study  
 
Research focussing solely on the role of mothers overlooks the rich ecology of the 
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developing child. This study sought to more comprehensively characterise the child’s 
early linguistic environment by examining conversational turn-taking in father-child 
and mother-child interaction. The first aim of the current study was to present a pro-
file of parents’ interactive verbal behaviours produced during parent-child interac-
tion and compare these between mothers and fathers. Given the absence of previous 
research comparing mother-child and father-child conversational turn-taking, no 
specific hypothesis was made in this regard. In relation to parents’ interactive verbal 
behaviours, and in light of previous research, it may be expected that fathers would 
produce more wh-questions compared to mothers. On the other hand, previous re-
search suggests that mothers may display more contingent responsiveness in inter-
action compared to fathers (e.g., Hallers-Haalboom et al., 2017).  
 
The second aim of the present study was to elucidate the interactive verbal behaviours 
of parents which may promote greater balance in turn-taking in conversation. It was 
expected that parents’ use of questions and contingent responsiveness would be pos-
itively associated with greater balance in parent-child conversational turn-taking.  
 
Finally, the current study aimed to examine associations between parent-child con-
versational turn-taking and child language and cognitive abilities. In light of previous 
research, it was expected that greater balance in parent-child conversational turn-
taking would be associated with higher child scores on standardised assessments of 
cognitive and language abilities. This study also sought to unpack how the compo-
nents of parent-child conversation may relate to child cognitive and language skills. 
Again, based on previous research it was expected that parents taking longer turns 
would be negatively associated with child outcome measures whilst parents’ use of 
wh-questions and contingent responsiveness was expected to demonstrate positive 
associations with child language and cognitive skills. 
 
Children’s turn-taking proficiency increases with age (Rutter & Durkin, 1987; Casillas 
et al., 2016) and by age two years turn-taking between parent and child is carried out 
with relative fluidity even in the presence of delays, irrelevant responses, and non-
responding (Cekaite, 2013; Casillas et al., 2016). As mentioned previously, conversa-
tional turn-taking between parent and child within this time period may be particu-
larly salient for later development (Gilkerson et al., 2018). This study therefore pro-
posed to investigate the dynamics of parent-child conversational turn-taking at child 
age two years. Furthermore, this study observed conversational turn-taking between 
parent and child during structured play. Research suggests that parents are spending 
increasing amounts of time in structured play with their young children with a view 
to preparing children for school (Hirsh-Pasek et al., 2009), yet there is little research 
examining parental-child interaction in this context. By decomposing the construct 
of conversational turn-taking and investigating how specific features of both the 
mother-child and the father-child communicative environment at age two years are 
associated with turn-taking as well as child cognitive and language abilities, the 



 Language Development Research  
 
 
 
 
 

 
 

Volume 2, Issue 1, 31 December 2022 
 

44 

findings may provide important insights which can inform future interventions. 
 

Method 
 
Participants 
 
Eighty children aged between 21–27 months (41 females; M = 24.06 months, SD = 1.39) 
and their biological mothers and fathers were recruited to take part in the current 
study. Participants were recruited through social media, flyers distributed to crèches 
and supermarkets, and snowballing. All participating families were White and pre-
dominantly classified as middle-class. All children included in the current study were 
born full-term and were typically developing. Parents were monolingual, Irish-Eng-
lish speaking, and residing in the family home. Mothers were aged between 25 and 46 
years (M = 35.03, SD = 4.14). Fathers were aged between 23 and 55 years (M = 36.5, SD 
= 5.06). All mothers had completed second-level education, 77.5% had a bachelor’s 
degree, and 35% had a postgraduate qualification. 93.8% of fathers had completed 
second-level education, 63.8% had a bachelor’s degree, and 22.5% had a postgraduate 
qualification. 
 
Procedure 
 
The study was conducted at an Infant and Child Research Lab based in a university 
setting with the approval of the relevant Research Ethics Committee. Informed con-
sent was obtained from participants prior to commencement of testing. The lab visit 
consisted of a developmental assessment with the child and video-recorded observa-
tions of mother-child and father-child interaction during structured play. Each child 
was recorded at play with their mother and father separately, thus 160 observations 
were recorded in total. 
In the structured play condition, dyads were presented with a magnetic puzzle board 
(of either fish or car design) which differed between the mother-child and father-
child interactions. The task firstly required the child to use a magnetic stick attached 
to a string (similar to a fishing-rod) to pull out ten puzzle pieces, and secondly to re-
place these pieces back into the correct slots once all had been removed. The task was 
challenging for two-year-olds and required parental input to be completed. The dura-
tion of the structured play condition was five minutes and parents were instructed to 
play with their children as they would at home. The order of mother-child and father-
child play interactions was counterbalanced. 
 
Interactions were video recorded using Mangold VideoSync Pro 1.5 and transcribed 
offline by trained research assistants using the Computerised Language Analysis 
(CLAN) software according to the Codes for Human Analysis of Transcripts (CHAT) 
conventions (MacWhinney, 2000). All speech was transcribed verbatim. These tran-
scripts were each reviewed by a senior transcriber. Parent-child conversation 
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variables were extracted from the transcripts using CLAN (MacWhinney, 2000). These 
variables included adult and child word counts, balance in conversational turn-taking 
(MLT ratio), mean length of turn (MLT), and proportion of questions. Alongside video 
footage of the interactions, parental contingent responsiveness was also coded using 
these transcripts. 
 
Information on family sociodemographic factors (what is the highest level of education 
(full- or part-time) which you have completed to date?) and child developmental status 
(has your child had any longstanding illness, condition or disability or were there any com-
plications with their birth or pregnancy?) was collected via questionnaire. Parents and 
child were offered breaks during the session as needed. Participants were not given 
monetary compensation for taking part in the study. At the end of the visit, partici-
pants were debriefed and thanked for their time. 
 
Measures 
 
Conversational Turn-Taking 
 
The index of parent-child conversational turn-taking employed by the current study 
was mean length of turn (MLT) ratio. The MLT ratio calculation is a measure of con-
versational load (MacWhinney, 2000) and is calculated as a ratio of each speakers’ 
mean length of turn. MLT was calculated by dividing the speakers’ total number of 
utterances by their total number of turns. An utterance was defined as a unit of speech 
delineated by a change in intonation, pause, or change in conversational turn 
(MacWhinney, 2000). A turn referred to a sequence of utterances spoken by one in-
terlocutor. CLAN calculates turns by identifying sequences of repeated speaker ID 
codes at the beginning of the main line in a transcript. The end of one turn is therefore 
delineated by the next interlocutor commencing to speak. The ratio of child-father 
MLT was then calculated as an index of conversational balance such that a ratio closer 
to one indicated greater balance. A father and child taking equally long turns of 6 ut-
terances each, for example, would have an MLT ratio of 1. Mother-child MLT ratio 
was calculated in the same manner. 
 
A measure of adult turn counts was also included in the present analyses and was 
produced using the MLT command in CLAN. This quantitative measure captures the 
total number of turns speakers took during the five-minute interaction. 
 
Interactive Verbal Behaviours  
 
Mothers’ and fathers’ turn-taking behaviours were coded from the transcripts of the 
structured play interactions in CLAN and from the video recordings.  
 

Length of Turn. Parents’ length of turn was measured using the MLT command 
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in CLAN (MacWhinney, 2000) as described above. It is important to note that although 
MLT is a direct component of parent-child conversational turn-taking, it gives no in-
dication of the child’s role in the language exchange. A high MLT calculated for a fa-
ther, for instance, provides no information on his child’s involvement in that interac-
tion or on that child’s own MLT. Table 1 provides a sample of turn-taking from one 
dyad in the current study. In this example, the father produced a total of three utter-
ances over two turns and the child produced two utterances over two turns. 

 

 

Questions. Frequency lists of all parental utterances containing a question 
mark were calculated in CLAN using the combo +s"*?*" +t*FAT command for fathers 
and combo +s"*?*" +t*MOT for mothers. Consistent with CHAT transcription conven-
tions (MacWhinney, 2000), during the transcription process, attention was paid to 
speaker intonation and the content and context of utterances. Questions were typi-
cally characterised by a terminal rising intonation. The number of open-ended ques-
tions (i.e., questions requiring more than yes/no response) was computed (see Table 
2 for an example from the current sample) and finally proportions of total questions 
and open-ended questions were calculated from each parent’s total number of utter-
ances. 

 

Table 1. Example of turn-taking in father-child interaction 
Speaker Utterance 
FAT that (i)s right. 
CHI there? 
FAT yeah. 
FAT that is a red car. 
CHI red. 
Note. FAT = father; CHI = child. 

Table 2.  Example of open-ended questions in father-child interaction 
Speaker Utterance 
FAT who is that? 
CHI horse. 
FAT seahorse. 
FAT where does the seahorse go? 
CHI there. 
Note. FAT = father; CHI = child. 
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Contingent Responsiveness. Taking each child utterance as the target utter-

ance, parents’ verbal response to the child’s utterance was coded for temporal and 
semantic contingency.  

 
Parents’ verbal response following their child’s vocalisation was first coded for its 
temporal contiguity. If a parental response occurred within 2 seconds of the offset of 
the child’s vocalisation it was coded as temporally contingent (TC). Parental re-
sponses which occurred outside of the 2-second timeframe following the child’s vo-
calisation were coded as not temporally contingent (NTC). This time frame is fre-
quently reported in the literature on maternal verbal responsiveness (e.g., Bornstein 
et al., 2015; Goldstein & Schwade, 2008; McGillon et al., 2013). Parental responses that 
began while the child was still vocalising were considered temporally contingent. In 
cases where a child produced more than one utterance in succession, the timing be-
tween each child utterance was checked – if there was a gap of more than 2 seconds 
between two successive child utterances this was coded as NTC (i.e., no temporally 
contingent response from parent); if the gap between successive child utterances was 
less than 2 seconds no code was required. In cases where parents produced more than 
one utterance within the 2-second timeframe following a child vocalisation, the tem-
poral and semantic contingency of the first utterance only was considered.  
 
Parent responses that were coded as temporally contingent to the child’s preceding 
vocalisation were further coded for their semantic contingency to the child’s utter-
ance using the transcripts alongside video footage in order to examine the child’s cur-
rent focus of attention. Parent responses that were conceptually related to their 
child’s preceding vocalisation/focus of attention were coded as semantically contin-
gent (SC). Parent responses that were not conceptually related to the child’s vocalisa-
tion and/or served to redirect the child’s focus of attention were coded as not seman-
tically contingent (NSC).  
 
SC parental responses were those which related to the child's current focus of atten-
tion (Roth, 1987). SC responses included parental utterances which repeated a child’s 
vocalisation; which answered a question the child had posed; which expanded upon 
the child’s vocalisation or activity the child was engaged in; which named the object 
a child was attending to or one of its components; which praised or referenced the 
child’s current activity; and clarification requests (e.g., asking the child to repeat what 
they had said). In Table 1, for example, taking the child utterance “there?” the father 
followed the child’s focus of attention and provided a semantically contingent re-
sponse to the child’s vocalisation, “yeah”. Similarly, in Table 2, the father expanded 
upon the child’s vocalisation “horse”, saying “seahorse”. 
 
NSC responses were parental utterances which occurred within 2 seconds of the 
child’s vocalisation which was not conceptually related to the child’s utterance and 



 Language Development Research  
 
 
 
 
 

 
 

Volume 2, Issue 1, 31 December 2022 
 

48 

referred to something outside of the child’s current focus of attention (Akhtar et al., 
1991). NSC utterances included those which directed the child towards a different ac-
tivity and away from their current focus of attention; where parent and child were 
engaged in parallel toy play; where the parent commented on their own activity or 
object which the parent is engaged with. The majority of NSC utterances arose when 
parents attempted to refocus the child’s attention towards the task. In one example, a 
child is focussed on a particular puzzle piece, however, the father responds directing 
the child’s attention towards the magnet in order to continue with the task: 
 
CHI: this is my truck .  
FAT: see this red bit Evan? 
 
Temporal and semantically contingent responses to child utterances were calculated 
as proportions of total number of child vocalisations in mother-child and father-child 
interaction, respectively. 
 
All videos were coded by the first author. Two research assistants who were blind to 
the study hypotheses double coded 25% of the interactions chosen at random. Co-
hen’s Kappa statistic was used to test inter-rater reliability of the temporal contin-
gency codes (kappa = .87), and the semantic contingency codes (kappa = .83). 
 
Child Language and Cognitive Abilities  
 
Child language and cognitive abilities were directly assessed by a trained research 
assistant using the Bayley Scales of Infant and Toddler Development-Third Edition 
(BSID-III). The BSID-III are widely used to assess child development and have demon-
strated acceptable levels of internal consistency, test-retest reliability, and concur-
rent validity (Bayley, 2006). The cognitive scale assesses the child’s memory, ability to 
manipulate objects, and knowledge of concepts such as big and small. The receptive 
language scale assesses child vocabulary, understanding of grammar and tenses and 
knowledge of prepositions. The expressive scale assesses child ability to label objects, 
use different tenses of verbs and use prepositions. Child scaled scores on the cogni-
tive, receptive and expressive scales were used in the present analyses. Bayley cogni-
tive scores were missing for one child and Bayley language scores were missing for 
two children. These cases were not included in the final analyses. 

 
Results 

 
Analytic Strategy 
 
Data analysed in the current study were drawn from a demographic questionnaire, 
video-recorded mother-child and father-child play interactions, and a cognitive and 
language developmental assessment administered to the child during a single visit to 
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the lab at child age two years. Data were analysed using SPSS version 26. To address 
the first research question, mean-level differences in mother-child and father-child 
conversational balance as well as differences between mothers’ and fathers’ interac-
tive verbal behaviours were analysed. Second, bivariate correlations were conducted 
in order to examine associations between parents’ interactive verbal behaviours and 
parent-child conversational balance. Lastly, multiple regression analyses were con-
ducted to investigate associations between mother-child and father-child conversa-
tional turn-taking and child cognitive and language abilities. 
 
Comparing Father-Child and Mother-Child Conversational Turn-Taking  
 
Descriptive statistics for parent-child turn counts, conversational balance, parents’ 
interactive verbal behaviours, as well as quantities of parent-child speech are pre-
sented in Table 3. As parental semantic contingency was only coded from temporally 
contiguous responses, one measure of contingent responsiveness was used in the pre-
sent analyses (i.e., the proportion of parental responses which were temporally and 
semantically contingent upon the child’s vocalisations). Preliminary analyses identi-
fied a number of outliers and analyses were conducted with and without these cases. 
Overall, the results were not affected by the presence of these outliers and therefore 
these cases were retained in the final dataset.  
 
Paired t-tests were conducted to compare parent-child speech variables in father-
child and mother-child interaction. There was no significant difference with regards 
to the quantity of child speech across mother-child and father-child play interactions 
and no difference in the quantity of mothers’ and fathers’ speech, as indexed by total 
word counts. There was greater balance in conversational turn-taking (i.e., MLT ratio 
was higher) during father-child interaction compared to mother-child interaction, 
t(79) = 2.12, p = .04, d = 0.24.1 However, mothers produced more contingently respon-
sive utterances in response to their child’s vocalisations compared to fathers, t(79) = -
2.67, p = .01, d = 0.30, whilst fathers produced more responses which were not contin-
gent upon the child’s vocalisation, t(79) = 2.73, p = .01, d = 0.31. Mothers in the present 
sample responded to child vocalisations in both a semantically and temporally con-
tingent manner approximately 78% of the time, whilst fathers did so on average 73% 
of the time. There were no significant differences between mothers and fathers in 
relation to mean length of turn, proportion of questions, or wh-questions produced 
during interaction. Paired t-tests were also run to examine any differences in moth-
ers’ and fathers’ turn-taking behaviours according to child gender. No differences in 
parent-child turn-taking were found between boys and girls. 
 

 
1 Cohen’s d is a measure of effect size (i.e., the size of the difference between two 
groups). Cohen (1988) proposed that d = 0.2 should be considered a small effect size, 
d = 0.5 a moderate effect size, and d = 0.8 a large effect size. 
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Parental Interactive Verbal Behaviour and Conversational Balance 
 
The second aim of the present study was to investigate the features of parent-child 
communicative exchanges which were associated with children’s engagement in con-
versation. Tables 4 and 5 present data pertaining to the associations between parents’ 
interactive verbal behaviours and parent-child conversational balance. These data 
are presented separately for mothers and fathers. As several variables were not nor-
mally distributed Spearman's correlations were conducted. Fathers' use of questions 
was positively associated with father-child conversational balance whilst mothers’ 
production of wh-questions was positively associated with mother-child conversa-
tional balance. There were no associations between parents’ contingent responsive-
ness and parent-child conversational balance. 

Table 3.  Descriptive statistics and t-tests for parent-child conversational 
turn-taking behaviours during father-child and mother-child interaction 
  Father-child                Mother-child 

Measure Mean  
(SD) 

Range Mean 
(SD) 

Range Paired Dif-
ferences 

Skewness 

t 

PAR word tokens 411.54 
(117.72) 

175–698 429.33 
(126.37) 

192–843 .12 -.96 

CHI word tokens 54.85 
(37.88) 

2–150 49.85 
(37.92) 

3–191 .15 1.42 

Turn count 32.32 
(14.40) 

4–68 28.74 
(15.61) 

3–74 -.67 2.00 

MLT ratio 0.38 
(0.21) 

0.04–.94 0.33 
(0.19) 

0.03–0.86 -.29 2.12* 

Mean length of 
turn 

4.32 
(3.58) 

1.36–25.25 5.34 
(5.30) 

1.68–38.67 2.42 -1.51 

Questions 27.33 
(11.56) 

0–65.93 29.21 
(11.16) 

4.63–61.39 .14 -1.31 

Wh-questions 7.90 
(5.50) 

0–25.77 7.96 
(5.53) 

0–30.34 -.10 -.08 

Contingent re-
sponsiveness 

72.78 
(13.71) 

33.33–96.88 78.21 
(13.69) 

23.08–100 -.26 -2.67** 

Non-semantically 
contingent re-
sponses 

18.02 
(11.68) 

0–54.55 13.41 
(11.72) 

0–76.92 -.01 2.73** 

Note. PAR = parent; CHI = child; MLT = Mean Length of Turn.  

*p < .05; ** p < .01. 

 

*p < .05; ** p < .01. 
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Conversational Balance and Child Cognitive and Language Abilities 
 
Tables 4 and 5 also present bivariate correlations between parent-child conversa-
tional balance and child cognitive and language abilities. The role of possible covari-
ates including child age, parental education and parents' quantity of speech input 
(number of word tokens) was also considered. Mothers’ level of education was slightly 
higher than fathers’ and this difference was statistically significant, t(73) = 4.15, p < 
.001. Child age demonstrated a significant association with child expressive language 
ability as well as several features of parents' turn-taking behaviour and was therefore 
included as a control variable in subsequent analyses. Father-child conversational 
balance was positively associated with child cognitive ability and mother-child con-
versational balance was associated with child cognitive and expressive language abil-
ities. Mothers’ and fathers’ production of wh-questions was positively associated with 
child cognitive ability and mothers’ wh-questions were also associated with child lan-
guage abilities. Mothers’ MLT was negatively associated with child cognitive and ex-
pressive language abilities. Finally, mothers’ non-semantically contingent respond-
ing was negatively associated with child cognitive and receptive language scores. The 
strength of these associations ranged from weak to medium. 
 
To examine the contribution of parent-child conversational balance to children's cog-
nitive and language skills, multiple regression analyses were conducted. Normal 
probability plots of residuals alongside scatter plots of residuals were examined prior 
to conducting these analyses which indicated that the assumptions of multiple regres-
sion had been satisfied. Due to its associations with multiple main variables, child age 
was retained as a covariate. Table 6 displays the results examining associations be-
tween parent-child conversational balance and child cognitive ability, controlling for 
child age.  
 
In the first model, child cognitive ability was associated with child age. In the second 
model, child cognitive ability was associated with mother-child MLT ratio only, 
F(3,75) = 5.39, p = .002. Greater balance in mother-child conversational-turn taking 
was associated with greater child cognitive ability. This model explained 18% of the 
variance in child cognitive ability. Parents’ wh-questions and non-semantically con-
tingent responding were added to the third model to ascertain whether these varia-
bles contributed any additional variance to child cognitive scores. MLT could not be 
added to the model due to issues with multicollinearity. The addition of these varia-
bles did not significantly improve the model, (significance of F change >. 05). Exam-
ining associations between parent-child conversational balance and child receptive 
language, controlling for child age, produced a non-significant F-test, suggesting the 
model did not fit the data well. Examining associations between parent-child conver-
sational balance and child expressive language, controlling for child age, produced a 
significant F-test, F(3, 74) = 4.34, p = .007, R² = .15, however none of the predictors 
included in the model were significant.   
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 Table 4. B
ivariate correlations betw

een father-child turn-taking variables and child language and cogni-
tive abilities 
Factor 

1 
2 

3 
4 

5 
6 

7 
8 

9 
10 

11 
12 

1 CH
I age 

1 
 

 
 

 
 

 
 

 
 

 
 

2 FAT education 
-.05 

1 
 

 
 

 
 

 
 

 
 

 
3 FAT w

ord tokens 
.13 

.16 
1 

 
 

 
 

 
 

 
 

 
4 M

LT ratio 
.21 

-.26* 
-.38** 

1 
 

 
 

 
 

 
 

 
5 FAT M

LT 
-.18 

.29* 
.36** 

-.97** 
1 

 
 

 
 

 
 

 
6 FAT questions 

.21 
.07 

.24* 
.27* 

-.28* 
1 

 
 

 
 

 
 

7 FAT w
h-ques-

tions 
.22 

-.09 
.05 

.21 
-.24* 

.51** 
1 

 
 

 
 

 
8 FAT SC 

.16 
-.00 

.27* 
-.22 

.15 
.09 

.23* 
1 

 
 

 
 

9 FAT N
SC 

-.30** 
.01 

.02 
.03 

.01 
-.07 

-.20 
-.79** 

1 
 

 
 

10 Bayley Cog 
.19 

.06 
-.01 

.23* 
-.21 

.04 
.24* 

.19 
-.22 

1 
 

 
11 Bayley Rec 

.21 
.04 

.13 
-.02 

.00 
-.03 

.11 
.16 

-.12 
.56** 

1 
 

12 Bayley Exp 
.32** 

.09 
.15 

.20 
-.21 

.07 
.22 

.11 
-.18 

.47** 
.50** 

1 

N
ote. CH

I = Child; FAT = Father; M
LT = M

ean length of turn; SC = Sem
antic contingency; N

SC = N
on-se-

m
antic responding; Cog = Cognitive; Rec = Receptive; Exp = Expressive. 

*p < .05; **p < .01. 
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  Table 5. B
ivariate correlations betw

een m
other-child turn-taking variables and child language 

and cognitive abilities 
Factor 

1 
2 

3 
4 

5 
6 

7 
8 

9 
10 

11 
12 

1 CH
I age 

1 
 

 
 

 
 

 
 

 
 

 
 

2 M
O

T education 
-.02 

1 
 

 
 

 
 

 
 

 
 

 

3 M
O

T w
ord tokens 

.10 
-.07 

1 
 

 
 

 
 

 
 

 
 

4 M
LT ratio 

.34** 
-.21 

-.18 
1 

 
 

 
 

 
 

 
 

5 M
O

T M
LT 

-.34** 
.22 

.10 
-.96** 

1 
 

 
 

 
 

 
 

6 M
O

T questions 
.21 

.02 
.17 

.16 
-.21 

1 
 

 
 

 
 

 

7 M
O

T w
h-questions 

.35** 
.08 

.32** 
.29** 

-.33** 
.57** 

1 
 

 
 

 
 

8 M
O

T SC 
.20 

-.10 
.05 

-.08 
.06 

-.01 
.14 

1 
 

 
 

 

9 M
O

T N
SC 

-.08 
.02 

-.06 
-.03 

.02 
.01 

-.10 
-.70** 

1 
 

 
 

10 Bayley Cog 
.19 

.10 
-.13 

.44** 
-.40** 

.17 
.33** 

.08 
-.23* 

1 
 

 
11 Bayley Rec 

.21 
.05 

.10 
.22 

-.22 
.15 

.37** 
.13 

-.28* 
56** 

1 
 

12 Bayley Exp 
.32** 

.08 
.16 

.32** 
-.28* 

.14 
.34** 

.16 
-.21 

.47** 
.50** 

1 

N
ote. CH

I = Child; M
O

T = M
other; M

LT = M
ean length of turn; SC = Sem

antic contingency; N
SC = 

N
on-sem

antic responding; Cog = Cognitive; Rec = Receptive; Exp = Expressive. 
 

*p < .05; **p < .01. 
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 Discussion 

 
The current study sought to provide a detailed insight into mothers’ and fathers’ con-
versational turn-taking in interaction with their two-year-old children and investigate 
how interactive features of parental CDS support children’s engagement in conversa-
tion. This study also aimed to elucidate any associations between father-child conver-
sational turn-taking and child cognitive and language abilities. Fathers remain un-
derrepresented in developmental research and the inclusion of both mothers and fa-
thers in this study is important, as it provides a closer approximation of the early in-
teractive environment of the developing child. To our knowledge, this is the first 
study to provide an in-depth examination of conversational turn-taking during father-
child interaction. Overall, the results indicated that there was greater balance in con-
versational turn-taking in father-child interaction compared to mother-child ex-
changes. However, father-child turn-taking did not account for any additional vari-
ance in child cognitive ability once mother-child conversational balance was con-
trolled for. Finally, regression analyses failed to demonstrate associations between 
parent-child conversational turn-taking and child receptive and expressive language 
skills. 
 
The first aim of the present study was to compare father-child and mother-child con-
versational turn-taking as well as the interactive verbal behaviours of mothers and 
fathers. Although there was greater balance in father-child interaction, within turns 
mothers were more contingently responsive to their child’s vocalisations compared 
to fathers. There is little research examining fathers’ contingent responsiveness dur-
ing toddlerhood and previous research has produced inconsistent findings. Several 

Table 6. Multiple regression model predicting child cognitive ability (n=79) 
 Model 1  Model 2 Model 3 
Predictors B SE B β B SE B β B SE B β 
CHI age (in 
months) 

.43 .21 .23* .19 .21 .10 -.05 .23 -.03 
MOT-CHI MLT ra-
tio 

   3.71 1.72 .27* 3.73 1.72 .27* 
FAT-CHI MLT ra-
tio 

   2.23 1.50 .17 1.84 1.49 .14 
MOT wh-questions       .06 .05 .13 
FAT wh-questions       .05 .05 .10 
MOT NSC       -.03 .02 -.14 
FAT NSC       -.03 .02 -.17 

Note. CHI = Child; MOT = Mother; FAT = Father; MLT = Mean length of turn; NSC 
= Non-semantic responding. 
*p < .05. 
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studies suggest that mothers and fathers are similarly sensitive to their young child's 
cues (e.g., Tamis-LeMonda et al., 2004; Towe-Goodman et al., 2014) whilst others in-
dicate that mothers’ display greater contingent responsiveness compared to fathers 
(e.g., Flippin & Watson, 2015; Schueler & Prinz, 2013). 
 
Hallers-Haalboom and colleagues (2017) suggested that fathers’ tendency to be less 
contingently responsive may align with their propensity to produce more questions 
and directive speech during parent-child interaction compared to mothers. It is fre-
quently cited in the literature that fathers use more questions during parent-child play 
compared to mothers, and in particular produce more challenging wh-questions (Ma-
lin et al., 2014; Rowe, Coker, & Pan, 2004). However, the present study observed no 
significant differences in mothers’ and fathers’ production of questions overall, or wh-
questions.  
 
This study did however find that fathers produced more responses that were not se-
mantically contingent to their child’s speech compared to mothers, although the dif-
ference was small. Directive speech was a key component of non-semantically con-
tingent talk. It may be, as Hallers-Haalboom and colleagues (2017) proposed, that fa-
thers were more goal-oriented than mothers and therefore were more focussed on 
completing the task at hand than responding contingently to their child’s behaviour. 
Future studies examining fathers’ responsiveness during free play and structured 
play conditions may provide further insight. Whilst it has long been contended that 
fathers may be more challenging communicative partners to their children compared 
to mothers (Gleason, 1975), the present study suggests this may be borne out in their 
propensity to respond non-contingently to their children’s vocalisations rather than 
their production of wh-questions. 
 
The second aim of the present study was to gain insight into the ways in which these 
interactive verbal behaviours support children’s verbal engagement in conversation. 
It was expected that by posing more questions and responding contingently to chil-
dren’s speech initiations parents would scaffold their participation in conversation. 
Parents’ use of questions emerged as an important feature of mothers’ and fathers’ 
CDS for engaging children in conversation. Wh-questions in particular may encour-
age children to provide longer responses. Previous research has demonstrated that 
two-year-olds produce more syntactically complex responses to this type of question 
(Rowe et al., 2017). It may be of interest, in future research, to examine in more depth 
the complexity and length of children’s responses to different types of parental wh-
question and yes/no questions and whether this translates to children taking longer 
turns. Parents’ contingent responsiveness was not associated with conversational bal-
ance. Perhaps, as Locke (1996) suggested, this feature of caregiver-child communica-
tion may be less important for engaging children of the current age group in back-
and-forth exchanges compared to asking questions. This may also explain the lack of 
associations between parental responsiveness and child language and cognitive 
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abilities. 
 
It is unclear from the present results how differences in mothers’ and fathers’ inter-
active behaviours were associated with differences in mother-child and father-child 
conversational balance. There was greater conversational balance in father-child play 
but there were no differences in mothers’ and fathers’ use of questions. Although the 
difference was not statistically significant, fathers’ mean length of turn was shorter 
than mothers’ mean length of turn. As previously mentioned, when caregivers de-
crease the length of turns they take, children’s verbal participation in communicative 
exchanges tends to increase (Brassart & Schelstraete, 2015; Girolametto, 1988). It is 
also possible that a feature of turn-taking not considered in this study may account 
for the present findings.  
 
Pausing, for instance, is an important unit of turn-taking which serves as a cue for 
speaker transitions (Schlangen, 2006). Sufficient pausing following a parental utter-
ance ensures the child has enough time to plan and initiate their response and facili-
tates children’s participation in conversation. More in-depth analysis of pauses be-
tween consecutive parental utterances within turns may elucidate whether parents 
were providing temporal space for their children to respond and whether or not chil-
dren were availing of these opportunities to participate in conversation. Perhaps fa-
thers in the current sample provided more cues regarding speaker transition through 
pausing which encouraged child engagement in conversation. Furthermore, the tim-
ing of parents’ responses to their child’s vocalisation in the current study were coded 
as either occurring within two seconds or not. If more detailed examination regarding 
the timing of these responses in milliseconds was carried out, perhaps it would 
emerge that fathers’ timing provided more temporal space for the child to take mul-
tiple utterances per turn, thus facilitating greater balance in conversation. Future re-
search may also benefit from examining the role of prosody, gesture and gaze as im-
portant elements of conversational turn-taking (e.g., Kuchirko et al., 2017; Rohlfing 
et al., 2020; Rutter & Durkin, 1987). Instances where parents may have provided pro-
sodic or visual cues to mark turn boundaries and children did not take a subsequent 
turn may not be captured by the present coding scheme. 
 
The final aim of this study was to examine concurrent associations between child lan-
guage and cognitive abilities and parent-child conversational turn-taking. Whilst 
mother-child and father-child balance were separately correlated with child cognitive 
scores, regression analyses indicated that considered jointly, mother-child conversa-
tional balance was the only variable significantly associated with child cognitive abil-
ity. In other words, father-child conversational balance did not explain any unique 
variance in child cognitive abilities above and beyond mother-child conversational 
balance. Similarly, although mothers’ and fathers’ wh-questions were positively cor-
related with child language and cognitive competencies, these variables did not con-
tribute any additional variance in child cognitive ability.  
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In the present study, the only difference observed between mothers’ and fathers’ in-
teractive behaviours was that mothers were more contingent. As contingency was not 
associated with cognitive abilities, it may be that it interacts with a linguistic feature 
of mothers’, and not fathers’, CDS to support children’s cognitive development. It may 
be of interest to future research to examine linguistic features of mothers’ and fathers’ 
CDS such as vocabulary diversity and language complexity and how these interact 
with the interactive features of parents’ CDS to influence child development. It may 
also be important to consider whether the MLT ratio measure employed in the cur-
rent study favours parents’ use of shorter utterances which could lead to simpler 
speech on the part of the parent. Future studies may address this concern by examin-
ing associations between parents’ language complexity and balance in parent-child 
conversational turn-taking. 
 
It is also possible that longitudinal associations may emerge between father-child 
turn-taking and child cognitive and language development. Previous research has 
suggested that certain aspects of fathers’ parenting may exert specific influences on 
child development at certain points in time (Towe-Goodman et al., 2014). It is con-
ceivable that over a longer period of time, the effects of father-child conversational 
turn-taking on child cognitive and language abilities would be elucidated. It is also 
possible that the current study was underpowered to demonstrate associations be-
tween father-child conversational turn-taking and child abilities after controlling for 
mother-child turn taking. Nonetheless, participation in conversation likely relies on 
several cognitive skills such as attention and executive function (Casillas et al., 2016) 
and the present results indicate that the contribution of mother-child conversational 
turn-taking to child cognitive development is important, despite being less balanced 
compared to father-child turn-taking. 
 
Strengths and Limitations 
 
This study adds to our knowledge on the dynamics of parent-child conversation and 
is one of few studies to examine turn-taking within the father-child dyad. The inclu-
sion of both mothers and fathers in the current study permitted a closer approxima-
tion of the children’s early interactive environment compared to previous research, 
which has primarily focussed on mother-child exchanges. The use of observational 
methods to capture naturalistic interactions between parents and children is consid-
ered gold standard in the field of fathering research (Cabrera & Volling, 2019). The 
lab setting also allowed for stimuli and environmental factors to be controlled for 
across all participants, facilitating comparability across the present sample (De Bar-
baro et al., 2013). Direct assessment of child cognitive and language skills was another 
strength of the research as this provided an objective measure of child abilities. Par-
ent-report measures of child capabilities or behaviour may be subject to social desir-
ability and recall bias (Baumeister et al., 2009; Chorney et al., 2014). Finally, the 
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present design mitigated several limitations of the LENA device mentioned previ-
ously.  
 
The cross-sectional design of the current study, however, makes it difficult to tease 
apart the direction of influences between parent and child factors under considera-
tion. Longitudinal analyses which control for children’s baseline abilities may eluci-
date the direction of the associations between conversational turn-taking and child 
development over time. For instance, parents may take longer turns when children 
have lower language abilities. Longitudinal analyses would also allow us to examine 
the bidirectional associations between turn-taking and child developmental capaci-
ties. It is also important to consider how the brief play interactions measured in the 
lab environment represent the daily experiences of parents and children. Despite ad-
vantages of studying behaviour in a laboratory setting, as discussed above, behaviours 
measured in this setting may have lower ecological validity than observations taken 
in the home. 
 
The variables included in the present analyses accounted for a small percentage of 
the variance in child cognitive ability and, as previously mentioned, factors which 
were not included in the present study likely have important implications for chil-
dren’s development. Data on child birth order, for example, were not compiled. 
Whilst some research suggests that parent-child dynamics and development may be 
impacted by child birth order (e.g., Bornstein et al., 2019; Lehmann et al., 2016), other 
research has not observed an effect of birth order on mothers' and fathers' behaviours 
during parent-child interaction (e.g., Hallers-Haalboom et al., 2017).  
 
The homogeneity of the sample, which comprised White, highly educated, married 
parents, may limit the generalisability of the current findings. There may have been 
limited variability in mothers’ and fathers’ conversational turn-taking and interactive 
verbal behaviours in the present sample compared to more diverse populations. This 
is important to acknowledge given established associations between socioeconomic 
status and CDS (Schwab & Lew-Williams, 2016). Whilst maternal education is perhaps 
the strongest predictor of child language development (McNally et al., 2019), there 
was little variation in this domain among the current sample in order to control for 
such effects.  
 
Whilst mothers in the current sample were slightly more educated than fathers, fa-
thers’ education, and not mothers’, was significantly associated with fathers’ conver-
sational balance and mean length of turn. On the other hand, mothers' mean length 
of turn was negatively associated with child age. It is possible that mothers are taking 
shorter turns with slightly older children to signal greater responsibility for them to 
engage in the back-and-forth exchange. Future research with a more diverse sample 
may allow for the associations between sociodemographic factors and parent-child 
conversational behaviours to be teased apart more clearly.  
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Finally, it is important to acknowledge cultural assumptions regarding developmen-
tal milestones and processes of development (Kuchirko & Nayfeld, 2020). For in-
stance, there are communities outside of the Western world where CDS is relatively 
rare (e.g., Casillas et al., 2020) and different cultures may have distinct expectations 
for children's verbal participation in interaction (Girolametto et al., 2002). Partici-
pants in the present collection of studies were also homogeneous in relation to family 
composition. Families comprised two-parent households consisting of a biological 
resident father and mother. It may therefore be important to consider family struc-
ture when generalising the present findings and when making comparisons across 
future replications. 
 
Conclusion 
 
In order to attain a more comprehensive account of the developing child’s early envi-
ronment it is crucial to consider the multiple contexts within which a child develops. 
Research on both mother-child and father-child interaction provides an important in-
sight into the early interactive experiences of children and how this shapes their de-
velopment. Results from this study provide a deeper understanding of the processes 
by which fathers and mothers interact with their children during conversation and 
indicate that taking shorter turns and using questions is associated with greater bal-
ance in conversational turn-taking between parent and child. The results also added 
to the small body of research on the role of pragmatics in child cognitive develop-
ment. Promoting “serve and return” interactions between parents and children may 
have significant implications for children’s development and equip children with the 
skills needed for future success. Future research with a larger, more socioeconomi-
cally diverse sample is however needed to test longitudinal associations between fa-
ther-child conversational turn-taking and child development. 
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Abstract: In non-word repetition (NWR) studies, participants are presented auditorily with an item 
that is phonologically legal but lexically meaningless in their language, and asked to repeat this item 
as closely as possible. NWR scores are thought to reflect some aspects of phonological development, 
saliently a perception-production loop supporting flexible production patterns. In this study, we report 
on NWR results among children (N = 40, aged 3–10 years) learning Yélî Dnye, an isolate language spo-
ken on Rossel Island in Papua New Guinea. Results make three contributions that are specific, and a 
fourth that is general. First, we found that non-word items containing typologically frequent sounds 
are repeated without changes more often than non-words containing typologically rare sounds, above 
and beyond any within-language frequency effects. Second, we documented rather weak effects of 
item length. Third, we found that NWR scores correlate strongly with age, whereas they are only 
weakly correlated with child sex, maternal education, and birth order. Fourth, we weave our results 
with those of others to serve the general goal of reflecting on how NWR scores can be compared across 
participants, studies, languages, and populations, and the extent to which they shed light on the factors 
universally structuring variation in phonological development at a global and individual level. 
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Introduction 
 
Children’s perception and production of phonetic and phonological units continues 
developing well beyond the first year of life, even extending into middle childhood 
(e.g., Hazan & Barrett, 2000; Rumsey, 2017). Some of the evidence for later phonolog-
ical development comes from non-word repetition (NWR) tasks. In the present study, 
we use NWR to investigate the phonological development of children learning Yélî 
Dnye, an isolate language spoken in Papua New Guinea (PNG), which has a large and 
unusually dense phonological inventory. This allows us to contribute data at the in-
tersection of language typology, language acquisition, and individual variation, as 
presented in more detail below. 
 
Defining NWR 
 
In a basic NWR task, the participant listens to a production of a word-like form, such 
as /bilik/, and then repeats back what they heard without changing any phonological 
feature that is contrastive in the language. For instance, in English, a response of 
[bilig] or [pilik] would be scored as incorrect; a response [biːlik], where the vowel is 
lengthened without change of quality would be scored as correct, because English 
does not have contrastive vowel length. 
 
NWR has been used to seek answers to a variety of theoretical questions, including 
what the links between phonology, working memory, and the lexicon are (Bowey, 
2001), and how extensively phonological constraints found in the lexicon affect online 
production (Gallagher, 2014). NWR is also frequently used in applied contexts, nota-
bly as a diagnostic tool for language delays and disorders (Chiat, 2015; Estes, Evans, & 
Else-Quest, 2007). Since non-words can be generated in any language, it has attracted 
the attention of researchers working in multilingual and linguistically diverse envi-
ronments, particularly in Europe in the context of diagnosing language impairments 
among bilingual children (Armon-Lotem, Jong, & Meir, 2015; Chiat, 2015; COST Ac-
tion, 2009; Meir, Walters, & Armon-Lotem, 2016). NWR tasks probably tap into many 
skills (for relevant discussion see Coady & Evans, 2008; Santos, Frau, Labrevoit, & 
Zebib, 2020). Non-words can be designed to try to isolate certain skills more narrowly; 
for instance, one can choose non-words that contain real morphemes in order to load 
more on prior language experience, or non-words that are shorter to avoid loading on 
working memory (see a discussion in Chiat, 2015). Broadly, however, NWR scores will 
necessarily reflect to a certain extent phonological knowledge (to perceive the item 
precisely despite not having heard it before) as well as online phonological working 
memory (to encode the item in the interval between hearing it and saying it back) and 
flexible production patterns (to produce the item precisely despite not having pro-
nounced it before). 
 
The Present Work 
 
We aimed to contribute to four areas of research. We motivate each in turn. 
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NWR and Typology 
 
The first research area is at the intersection of typology and phonological develop-
ment. There has been an interest in adapting NWR to different languages, in part for 
applied purposes. In a review of NWR as a potential task to diagnose language impair-
ments among bilingual children in Europe, Chiat (2015) discusses the impossibility of 
creating language-universal non-word items: Languages vary in their phonological 
inventory, sound sequencing (phonotactics), syllable structure, and word-level pros-
ody. As a result, any one item created will be relatively easier if it more closely resem-
bles real words in a language, making it difficult to balance difficulty when comparing 
children learning different languages. This previous literature also suggests some di-
mensions of difficulty—an issue to which we return in the next subsection. 
 
Although this cross-linguistic literature is rich, the potential difficulty associated with 
specific phonetic targets composing the non-words has received relatively little atten-
tion. For example, Chiat (2015) discusses segmental complexity as a function of 
whether there are consonant clusters – which is arguably a factor reflecting phono-
tactics and syllable structure. 
 
In the present study, we thought it was relevant to represent the rich phonological 
inventory found in Yélî Dnye by including a variety of phonetic targets. Some of them 
are cross-linguistically rare, in that they are less common across languages than other 
sounds or phonetic targets. Phonologists, phoneticians, and psycholinguists have dis-
cussed the extent to which cross-linguistic frequency may reflect ease of processing 
and acquisition via diachronic language change. These works focus largely on phono-
tactics (Moreton & Pater, 2012), perceptual parsing of the (ambiguous) linguistic sig-
nal (Beddor, 2009; Ohala, 1981), and individual differences in processing styles 
(Bermúdez-Otero, 2015); which are small effects that may nonetheless cumulatively 
drive language change via phonologization (see Yu, 2021 for a recent review). Thus, 
the correlation between typological frequency and ease of acquisition is typically as-
sumed to emerge from one or more of the following causal paths: 
 

1. Sounds (and sound sequences) that are harder to perceive tend to be misper-
ceived and thus lost diachronically 

2. Sounds (and sound sequences) that are harder to pronounce tend to be mispro-
nounced and thus lost diachronically 

3. Sound sequences that are harder to hold in memory tend to be mispronounced 
and thus lost diachronically 
 

Since NWR can tap into perception, production, and working memory, we predicted 
that variation in NWR across items will correlate with the cross-linguistic frequency 
of the phones composing those items. 
 
Length Effects on NWR 
 
The second research area we contribute data to is research looking at the impact of 
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word length on NWR repetition within specific languages. Some work documents 
much lower NWR scores for longer, compared to shorter, items (e.g., among Canton-
ese-learning children, Stokes, Wong, Fletcher, & Leonard, 2006), whereas differences 
are negligible in other studies (e.g., among Italian learners, Piazzalunga, Previtali, 
Pozzoli, Scarponi, & Schindler, 2019). 

 
It is possible that differences are due to language-specific characteristics, including 
the most common length of words in the lexicon and/or in child-experienced speech 
in that culture—a hypothesis discussed for instance in Chiat (2015) (pp. 7-8; see also 
p. 5). In broad terms, one may expect languages with a lexicon that is heavily biased 
towards monosyllables to show greater length effects than languages where words 
tend to be longer. A non-systematic meta-analysis does not provide overwhelming 
support for this hypothesis (Cristia & Casillas, 2021,  SM1). 

 
Nonetheless, given the paucity of research looking at this question, and the diversity 
of current results, we did not approach this issue within a hypothesis-testing frame-
work but sought instead to provide additional data on the question, which may be re-
used in future meta- or mega-analyses. 
 
Individual Variation Correlations with NWR 
 
The third research area we contribute data to relates to the possibility that children 
differ from each other in NWR scores in systematic ways. Although the ideal system-
atic review is missing, a recent paper comes close with a rather extensive review of 
the literature looking at correlations between NWR scores and a variety of child-level 
variables, including familial socio-economic status, child vocabulary, and, among 
multilingual children, levels of exposure to the language on which the non-words are 
based (Farabolini, Rinaldi, Caselli, & Cristia, 2021). In a nutshell, most evidence is 
mixed, suggesting that individual variation effects may be small, and more data is 
needed to estimate their true size. For this reason, we descriptively report association 
strength between NWR scores and child age, sex, birth order, and maternal educa-
tion. 
 
Our focus on age stems from previous work, where performance increases with child 
age (Farmani et al., 2018; Kalnak, Peyrard-Janvid, Forssberg, & Sahlén, 2014; Vance, 
Stackhouse, & Wells, 2005). Although past research has not investigated potential cor-
relations with birth order on NWR, there is a sizable literature on these correlations 
in other language tasks (e.g., Havron et al., 2019), and therefore we report on these 
too. Common explanations for advantages for first- over later-born children include 
differential allocation of familial resources, particularly parental behaviors of cogni-
tive stimulation (Lehmann, Nuevo-Chiquero, & Vidal-Fernandez, 2018). Regarding 
child sex, no significant correlation has been found in previous NWR research (Chiat 
& Roy, 2007), and in other language tasks evidence is mixed. Finally, prior research 
using NWR varies on whether significant differences as a function of maternal edu-
cation are reported. For instance, no significant differences were found in some stud-
ies (Balladares, Marshall, & Griffiths, 2016; Farmani et al., 2018; Kalnak et al., 2014; 
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Meir & Armon-Lotem, 2017); whereas significant differences were reported in others 
(Santos et al., 2020; Tuller et al., 2018). In other lines of work, maternal education 
often correlates with child language outcomes, including vocabulary reports (Frank, 
Braginsky, Yurovsky, & Marchman, 2017) and word comprehension studies (Scaff, 
2019). The causal pathways explaining this correlation are complex, but one explana-
tion that is often discussed involves more educated mothers talking more to their chil-
dren (see discussion in Cristia, Farabolini, Scaff, Havron, & Stieglitz, 2020). 
 
NWR as a Function of Language and Culture 
 
The fourth research goal we pursued is to use NWR with non-Western, non-urban 
populations, speaking a language with a moderate to large phonological inventory 
(see Maddieson, 2005 for a broad classification of languages based on inventory size). 
Indeed, NWR has seldom been used outside of urban settings in Europe and North 
America (Cristia et al., 2020; with exceptions including Gallagher, 2014). To our 
knowledge, it has never been used with speakers of languages having large phonolog-
ical inventories (e.g., more than 34 consonants and 7 vowel qualities; Maddieson, 
2013b, 2013a). 
 
There are no theoretical reasons to presume that the technique will not generalize to 
these new conditions. That said, Cristia et al. (2020) recently reported relatively lower 
NWR scores among the Tsimane’, a non-Western rural population, interpreting these 
findings as consistent with the hypothesis that lower levels of infant-directed speech 
and/or low prevalence of literacy in a population could lead to population-level dif-
ferences in NWR scores. 
 
In view of these results, it is important to bear in mind that NWR is a task developed 
in countries where literacy is widespread, and it is considered an excellent predictor 
of reading (for instance, better than rhyme awareness, e.g., Gathercole, Willis, & Bad-
deley, 1991). Therefore, it may not be a general index of phonological development, 
but instead reflect certain non-universal language skills. Indeed, Cristia et al. (2020) 
present their task as being a good index of the development of “short-hand-like” rep-
resentations specifically, which could thus miss, for example, more holistic phono-
logical and phonetic representations. We return to the question of what was meas-
ured here in the Discussion. 
 
Aside from Cristia et al. (2020)’s hypotheses just mentioned, we have found little dis-
cussion of linguistic differences (i.e., potential differences in NWR as a function of 
which specific language children are learning, and/or its typology) or cultural differ-
ences (i.e., potential differences in NWR as a function of other differences across hu-
man populations).1 

 
1 Please note that the linguistic and cultural differences discussed here are different from the differences dis-
cussed in the extensive literature on NWR by bilingual participants. In that literature, authors are concerned with 
individual variation in exposure to one (as opposed to other) languages among multilingual children, as variation 
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Regarding potential language differences, we note that previous studies composed 
items by varying syllable structure and word length, while preferring relatively sim-
ple and universal phones (notably relying on point vowels, simple plosives, and fric-
atives that are prevalent across languages, like /s/). It would be interesting for future 
researchers to consider straying from the literature by varying other dimensions that 
are relevant to the language under study. For instance, for Yélî Dnye, it is relevant to 
vary phonological complexity of the individual sounds because of its large inventory. 

 

Yélî Dnye phonology and community. 
 
Before going into the details of our study design, we first give an overview of Yélî Dnye 
phonology as well as a brief ethnographic review of the developmental environment 
on Rossel Island. As discussed above, NWR has been almost exclusively used in ur-
ban, industrialized populations, so we provide this additional ethnographic infor-
mation to contextualize the adaptations we have made in running the task and col-
lecting the data, compared to what is typical in commonly studied sites. Rossel Island 
lies 250 nautical miles off the coast of mainland PNG and is surrounded by a barrier 
reef. As a result, transport to and from the island is both infrequent and irregular. 
International phone calls and digital exchanges that require significant data transfer 
are typically not an option. Data collection is therefore typically limited to the dura-
tion of the researchers’ on-island visits. 
 
Yélî Dnye Phonology 
 
Yélî Dnye is an isolate language (presumed Papuan) spoken by approximately 7,000 
people residing on Rossel Island, an island found at the far end of the Louisiade Ar-
chipelago in Milne Bay Province, Papua New Guinea. The Yélî sound system, much 
like its baroque grammatical system (Levinson, 2021), is unlike any other in the re-
gion. In total, Yélî Dnye uses 90 distinctive segments (not including an additional 
three rarely used consonants), far outstripping the phoneme inventory size of other 
documented Papuan languages (Foley, 1986; Levinson, 2021; Maddieson & Levinson, 

 
in relative language experiences could mask potential effects of language impairment. To try to measure lan-
guage abilities above and beyond relative levels of experience with a given language, authors have tried to build 
non-words that tap language-dependent or language-independent knowledge. For instance, Tuller et al. (2018) 
employed a set of non-words judged to be language independent and two others that were more aligned with ei-
ther French or German. The intuition is that NWR will correlate with the relative levels of exposure to that lan-
guage more strongly when items are aligned with a specific language (“language-dependent”) than when they 
are “language-independent.” To make this more precise, among bilingual children, those that have more experi-
ence with English than Spanish should perform better on English non-words than their peers with less English 
experience. Preliminary results of an ongoing meta-analysis suggest significant associations between exposure to 
a given language and performance in both language-dependent and language-independent NWR (Farabolini, 
Taboh, Ceravolo, & Guerra, 2021). In any case, this line of research focuses on links between exposure to a 
given language and NWR performance. In contrast, when we discuss linguistic or cultural differences here, we 
ask the question of whether children vary in their performance as a function of which language they are learning 
(e.g., the language’s typological properties) and/or their overall, absolute levels of language experience (not rela-
tive levels in a multilingual setting). 
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in preparation). Thus, with respect to our first research goal, Yélî Dnye is a good lan-
guage to use because its large phonological inventory includes sounds that vary in 
cross-linguistic frequency (including some rare sounds) that can be compared in the 
NWR setting. 
 
To provide some qualitative information on this inventory, we add the following ob-
servations. With only four primary places of articulation (bilabial, alveolar, post-al-
veolar, and velar) and no voicing contrasts, the phonological inventory is remarkably 
packed with acoustically similar segments. The core oral stop system includes both 
singleton (/p/, /t/, /ṭ/, and /k/) and doubly-articulated (/tp/, /ṭp/, /kp/) segments, with a 
complete range of nasal equivalents (/m/, /n/, /ṇ/, /ŋ/, /nm/, /ṇm/, /ŋm/), and with a 
substantial portion of them contrastively pre-nasalized or nasally released (/mp/, /nt/, 
/ṇṭ/, /ŋk/, /nmtp/, /ṇmṭp/, /ŋmkp/, /ṭṇ/, /kŋ/, /ṭpṇm/, /kpŋm/).2 A large number of this 
combinatorial set can further be contrastively labialized, palatalized on release, or 
both (e.g., /pʲ/, /pʷ/, /pʲʷ/, /tpʲ/, /ṇmḍbʲ/, see Levinson, 2021 for details). 
 
The consonantal inventory also includes a number of non-nasal continuants (/w/, /j/, 
/ɣ/, /l/, /βʲ/, /lʲ/, /lβʲ/). Vowels in Yélî Dnye may be oral or nasal, short or long. The 10 
oral vowel qualities, which span four levels of vowel height, (/i/, /ɯ/, /u/, /e/, /o/, /ə/, 
/ɛ/, /ɔ/, /æ/, /ɑ/) can be produced as short and long vowels, with seven of these able to 
occur as short and long nasal vowels as well (/ĩ/, /ũ/, /ə̃/, /ɛ/, /ɔ/, /æ̃/, /ɑ̃/). 
 
Our second research goal is to measure the effect of non-word length on NWR, which 
may need to be interpreted taking into account typical word length in the language.  
We estimated word length in words found in a conversational corpus (see Stimuli sec-
tion for details), where the distribution of length was: 15% monosyllabic, 39% disyl-
labic, 29% trisyllabic, and the remaining 17% being longer than that. The vast major-
ity of syllables use a CV format. A small portion of the lexicon features words with a 
final CVC syllable, but these are limited to codas of -/m/, -/p/, or -/j/ (e.g., ndap /ṇṭæp/ 
‘Spondylus shell’) and are often resyllabified with an epenthetic /ɯ/ in spontaneous 
speech (e.g., ndapî /‘ṇṭæpɯ/). There are also a handful of words starting with /æ/ (e.g., 
ala /æ’læ/ ’here’) and a small collection of single-vowel grammatical morphemes (see 
Levinson, 2021 for details). 
 
Our knowledge of Yélî language development is growing (e.g., Brown, 2011, 2014; 
Brown & Casillas, in press; Casillas, Brown, & Levinson, 2021; Liszkowski, Brown, 
Callaghan, Takada, & de Vos, 2012), but research into Yélî phonological development 
has only just begun. For example, Peute and Casillas (In preparation) find that Yélî 
Dnye-learning children’s early spontaneous consonant productions appear to exclu-
sively feature simplex and typologically frequent phones. Other ongoing work on Yélî 
Dnye includes experiment-based infant phoneme discrimination data and errors 

 
2 We use Levinson’s (2021) under-dot notation (e.g., /ṭ/) to denote the post-alveolar place of articulation; these 
stops are, articulatorily, somewhat variable in place, with at least some tokens produced fully sub-apically. In 
approximating cross-linguistic segment frequency below we use the corresponding retroflex for each stop seg-
ment (e.g., /ʈ/, /ʈp/, /ɳ/). 
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made in elicited and spontaneous speech from young children, but these data are nei-
ther finalized nor yet externally reviewed (see Hellwig, Sarvasy, & Casillas, provision-
ally accepted for more information). These data will help better inform our current 
analyses based on NWR in the future (e.g., regarding common sound substitutions) 
but are not critical for addressing our question about the general correlation between 
cross-linguistic phone frequency and NWR performance. 
 
Before closing this section, it bears mentioning that the language has an established 
orthography, which includes distinct graphemes for all the contrasts on which our 
items are based. Some children in our sample will have started school. Reading and 
writing instruction is currently done only in English (other than writing one’s name). 
This was probably not the case for the majority of mothers of the children in our sam-
ple, who will have learned to read and write in Yélî Dnye during their first three years 
at school. It is possible that there is also some home teaching of Yélî reading and writ-
ing, notably for reading the bible. 
 
The Yélî Community 
 
Some aspects of the community are relevant for contextualizing our study design and 
results, particularly regarding sources of individual variation. Specifically, we inves-
tigated potential correlations with age, child sex, maternal education, and birth order. 
There is nothing particular to note regarding age and child sex, but we have some 
comments that pertain to the other two factors. 
 
The typical household in our dataset includes seven individuals (typically, a mixed-
sex couple and children—their own and possibly some others staying with them, as 
discussed in the next paragraph) and is situated among a collection of four or more 
other households, with structures often arranged around an open grassy area. These 
household clusters are organized by patrilocal relation, such that they typically com-
prise a set of brothers, their wives and children, and their mother and father, with 
neighboring hamlets also typically related through the patriline. Land attribution for 
building one’s home is decided collectively based on land availability. 
 
Most Yélî parents are swidden horticulturalists, who occasionally fish. Within a group 
of households, it is often the case that older adolescents and adults spend their day 
tending to their farm plots (which may not be nearby), bringing up water from the 
river, washing clothes, preparing food, and engaging in other such activities. Starting 
around age two years, children more often spend large swaths of their day playing, 
swimming, and foraging for fruit, nuts, and shellfish in large (~10 members) inde-
pendent and mixed-age child play groups (Brown & Casillas, in press; Casillas et al., 
2021). Formal education is a priority for Yélî families, and many young parents have 
themselves pursued additional education beyond what is locally available (Casillas et 
al., 2021). Local schools are well out of walking distance for many children (i.e., more 
than 1 hour on foot or by canoe each day), so it is very common for households situ-
ated close to a school to host their school-aged relatives during the weekdays for long 
segments of the school year. Children start school often at around age seven, although 
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the precise age depends on the child’s readiness, as judged by their teacher. 
 
Some general ideas regarding potential correlations between our NWR measures and 
maternal education may be drawn from the observations above. To begin with, many 
of our participants above 6 years of age may not be living with their birth mother but 
with other relatives, which may weaken associations with maternal education. In ad-
dition, it seems to us that the length of formal education a given individual may have, 
is not necessarily a good index of their socio-economic status or other individual prop-
erties, unlike what happens in industrialized sites. Variation may simply be due to 
random factors like living close to a school or having relatives there. 
 
As for birth order, much of the work on correlations between birth order and cogni-
tive development (including language) has been carried out in the last 70 years and in 
agrarian or industrialized settings (Barclay, 2015; Grätz, 2018), where nuclear families 
were more likely to be the prevalent rearing environment (Lancy, 2015). It is possible 
that birth order differences are stronger in such a setting, because much of the stim-
ulation can only come from the parents. These effects may be much smaller in cul-
tures where it is common for children to attend daycare at an early age (such as 
France) or where extended family typically live close by. The Yélî community falls in 
the latter case, as children are typically surrounded by siblings and cousins of several 
orders, regardless of their birth order in their nuclear family. 
 
We add some observations that will help us integrate this study into the broader in-
vestigation of NWR across cultures. As mentioned previously, there is one report of 
relatively low NWR scores among the Tsimane’, which the authors of that paper in-
terpret as consistent with long-term effects of low levels of infant-directed speech 
(Cristia et al., 2020). However, Cristia et al. (2020) also point out that this is based on 
between-paper comparisons, and thus methods and myriad other factors have not 
been controlled for. The Yélî community can help us gain new insights into this mat-
ter because direct speech to children under 3 years is comparably infrequent in this 
community (in fact it may be infrequent in many settings, including urban ones 
Bunce et al., under review). Our sample also shares other societal characteristics with 
the Tsimane’ (e.g., the community is rural and relies on farming, children grow up in 
wide familial networks, Casillas et al., 2021). Although infant-directed speech has 
been measured in different ways among the Tsimane’ and the Yélî communities, our 
most comparable estimates at present suggest that Tsimane’ young children are spo-
ken to about 4.2 minutes per hour (Scaff, Stieglitz, Casillas, & Cristia, under review), 
and Yélî children about 3.6 minutes per hour (Casillas et al., 2021). Thus, if these input 
quantities in early childhood relate to lower NWR scores later in life, we should ob-
serve similarly low NWR scores here as in Cristia et al. (2020). 
 
Research Questions 
 
After some preliminary analyses to set the stage, we perform statistical analyses to 
inform answers to the following questions: 
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• Does the cross-linguistic frequency of sounds in the stimuli predict NWR scores? 
Are cross-linguistically rarer sounds more often substituted by commoner 
sounds? 

• How do NWR scores change as a function of item length in number of syllables? 
• Is individual variation in NWR scores correlated with child age, sex, birth order, 

and/or maternal education? 
 

Throughout these analyses and in the Discussion, we also have in mind our fourth 
goal, namely integrating NWR results across samples varying in language and culture. 
We had considered boosting the interpretational value of this evidence by announc-
ing our analysis plans prior to conducting them. However, we realized that even pre-
registering an analysis would be equivocal because we would not have enough power 
to look at all relationships of interest; in many cases possibly not enough to detect any 
of the known associations, given the previously discussed variability across studies. 
Therefore, all analyses in the present study are descriptive and should be considered 
exploratory. 
 

Methods 
 
Participants 
 
This study was approved as part of a larger research effort by the second author. The 
line of research was evaluated by the Radboud University Faculty of Social Sciences 
Ethics Committee (Ethiek Commissie van de faculteit der Sociale Wetenschappen; 
ECSW) in Nijmegen, The Netherlands (original request: ECSW2017-3001-474 Manko-
Rowland; amendment: ECSW-2018-041), including the use of verbal (not written) con-
sent. As discussed in subsection “The Yélî Community,” the combination of collective 
child guardianship practices and common hosting of school-aged children for them 
to attend school is that adult consent often comes from a combination of aunts, un-
cles, adult cousins, and grandparents standing in for the child’s biological parents. 
Child assent is also culturally pertinent, as independence is encouraged and re-
spected from toddlerhood (Brown & Casillas, in press). Participation was voluntary; 
children were invited to participate following indication of approval from an adult 
caregiver. Regardless of whether they completed the task, children were given a small 
snack as compensation. Children who showed initial interest but then decided not to 
participate were also given the snack. 
 
We tested a total of 55 children from 38 families spread across four hamlet regions. 
We excluded test sessions from analysis for the following reasons: refused participa-
tion or failure to repeat items presented over headphones even after coaching (N=8), 
spoke too softly to allow offline coding (N=5), or were 13 years old or older (N=2; we 
tested these teenagers to put younger children at ease). The remaining 40 children (14 
girls) were aged from 3 to 10 years (M = 6.40 years, SD = 1.50 years). In terms of birth 
order, 6 were born first, 5 second, 2 third, 7 fourth, 5 fifth, and 1 sixth, with birth order 
missing for 14 children. These children were tested in a hamlet far from our research 
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base, and we unfortunately did not ask about birth order before leaving the site. Ma-
ternal years of education averaged 8.22 years (range 6-12 years).3 We also note that 
there were 34 children only exposed to Yélî Dnye at home and 6 children exposed to 
Yélî Dnye plus one or more other languages at home.4 
 
Stimuli 
 
Many NWR studies are based on a fixed list of 12-16 items that vary in length between 
1 and 4 syllables, often additionally varying syllable complexity and/or cluster pres-
ence and complexity, and always meeting the condition that they do not mean any-
thing in the target language (e.g., Balladares et al., 2016; Wilsenach, 2013). We kept 
the same variation in item length and requirement for not being meaningful in the 
language, but we did not vary syllable complexity or clusters because these are van-
ishingly rare in Yélî Dnye. We also increased the number of items an individual child 
would be tested on, such that a child would get up to 23 items to repeat (other work 
has also used up to 24-46 items: Jaber-Awida, 2018; Kalnak et al., 2014; Piazzalunga et 
al., 2019), with the entire test inventory of 40 final items distributed across children. 
We used a relatively large number of items to explore correlations with length and 
phonological complexity. However, aware that this large item inventory might render 
the task longer and more tiresome, we split items across children. Naturally, design-
ing the task in this way may make the study of individual variation within the popula-
tion more difficult because different children are exposed to different items. 
 
A first list of candidate items was generated during a trip to the island in 2018 by se-
lecting simple consonants (/p/, /t/, /ṭ/, /k/, /m/, /n/, /w/, /y/) and vowels (/i/, /o/, /u/, 
/a/, /e/) and combining them into consonant-vowel syllables, then sampling the space 
of resulting possible 2- to 4-syllable sequences. Candidates were automatically re-
moved from consideration if they appeared in the most recent dictionary (Levinson, 
2021). The second author presented them orally to three local research assistants, all 
native speakers of Yélî Dnye, who repeated each form as they would in an NWR task 
and additionally let the experimenter know if the item was in fact a word or phrase in 
Yélî Dnye. Any item reported to have a meaning or a strong association with another 
word form or meaning was excluded. 
 
A second list of candidate items was generated in a second trip to the island in 2019, 
when data were collected by selecting complex consonants and systematically cross-
ing them with all the vowels in the Yélî Dnye inventory to produce consonant-vowel 
monosyllabic forms. As before, items were automatically excluded if they appeared 

 
3 We asked for mothers’ highest completed level of education. We then recorded the number of years entailed by 
having completed that level under ideal conditions. 
4 Most speakers of Yélî Dnye grow up speaking it monolingually until they begin attending school around the 
age of 7 years; school instruction is in English. While monolingual Yélî Dnye upbringing is common, multilin-
gual families are not unusual, particularly in the region around the Catholic Mission (the same region in which 
much of the current data were collected), where there is a higher incidence of married-in mothers from other is-
lands (Brown & Casillas, in press). Children in these multilingual families grow up speaking Yélî Dnye plus 
English, Tok Pisin, and/or other language(s) from the region. 
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in the dictionary. Furthermore, since perceiving vowel length in isolated monosylla-
bles is challenging, any item that had a short/long lexical neighbor was excluded. We 
made sure that the precise consonant-vowel sequence occurred in some real word in 
the dictionary (i.e., there existed a longer word that included the monosyllable as a 
sub-sequence). These candidates were then presented to one informant, for a final 
check that they did not mean anything. Together with the 2018 selection, they were 
recorded, based on their orthographic forms, using a Shure SM10A XLR dynamic 
headband microphone and an Olympus WS-832 stereo audio recorder (using an XLR 
to mini-jack adapter) by the same informant, and monitored by the second author for 
clear production of the phonological target. The complete recorded list was finally 
presented to two more informants, who were able to repeat all the items and who 
confirmed there were no real words present. Despite these checks, one monosyllable 
was ultimately frequently identified as a real word in the resulting data (intended yî 
/yɯ/; identified as yi /yi/, ‘tree’). Additionally, an error was made when preparing files 
for annotation, resulting in two items being merged (tpâ /tpɑ/ and tp:a /tpæ̃/). These 
three problematic items are not described here, and are removed from the analyses 
below. 
 
The final list includes three practice items and 40 test items (across children): 16 mon-
osyllables containing sounds that are less frequent in the world’s languages than sin-
gleton plosives; 8 bisyllables; 12 trisyllables; and 4 quadrisyllables (see Table 1).  
 
Table 1. NWR stimuli in orthographic (Orth.) and phonological (Phon.) representa-
tions, as a function of item type.	
	

Practice Monosyllabic  Bisyllabic Trisyllabic  Tetrasyllabic 

Orth. Phon. Orth. Phon. Orth. Phon. Orth. Phon. Orth. Phon. 

nopimade nɔpimæṭɛ dp:a ṭpæ̃ kamo kæmɔ dimope ṭimɔpɛ dipońate ṭipɔnætɛ 

poni pɔni dpa ṭpæ kańi kæni diyeto ṭijɛtɔ ńomiwake nɔmiwækɛ 

wî wɯ dpâ ṭpɑ kipo kipɔ meyadi mɛjæṭi todiwuma tɔṭiwumæ 

  dpê ṭpə ńoki nɔki mituye mitujɛ wadikeńo wæṭikɛnɔ 

  dpéé ṭpeː ńomi nɔmi ńademo næṭɛmɔ   

  dpi ṭpi piwa piwæ ńayeki næjɛki   

  dpu ṭpu towi tɔwi ńuyedi nujɛṭi   

  gh:ââ ɣɑ̃ː tupa tupæ pedumi pɛṭumi   

  ghuu ɣuː   tiwuńe tiwunɛ   

  kp:ââ kpɑ̃ː   tumowe tumɔwɛ   
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  kpu kpu   widońe wiṭɔnɛ   

  lv:ê lβʲə̃   wumipo wumipɔ   

  lva lβʲæ       

  lvi lβʲi       

  t:êê tə̃ː        

  tpê tpə       

	
A Praat script (Boersma & Weenink, 2020) was written to randomize this list 20 times, 
and to split it into two sub-lists, to generate 40 different elicitation sets. The 40 elicita-
tion sets are available online from osf.io/dtxue/. The split had the following con-
straints: 
 
• The same three items were selected as practice items and used in all 40 elicitation 

sets. 
• Splits were done within each length group from the 2018 items (i.e., separately 

for 2-, 3-, and 4-syllable items); and among onset groups for the difficult monosyl-
lables generated in 2019 (i.e., all the monosyllables starting with /tp/ were split 
into 2 sub-lists). Since some of these groups had an odd number of items, one of 
the sub-lists was slightly longer than the other (20 vs. 23). 

• Once the sub-list split had been done, items were randomized such that all chil-
dren heard first the 3 practice items in a fixed order (1, 2, and 4 syllables), a ran-
domized version of their sub-list selection of difficult onset items, and random-
ized versions of their 2-syllable, then 3-syllable, and finally 4-syllable items. 

 
Cross-linguistic Frequency 
 
To inform our analyses, we estimated the typological frequency of all phonological 
segments present in the target items using the PHOIBLE cross-linguistic phonological 
inventory database (Moran & McCloy, 2019). For each phone in our task, we extracted 
the number and percentage of languages noted to have that phone in its inventory. 
While PHOIBLE is unprecedented in its scope, with phonological inventory data for 
over 2000 languages at the time of writing, it is of course still far from complete, which 
may mean that frequencies are estimates rather than precise descriptors. Note that 
nearly half of the phones in PHOIBLE are only attested in one language (Steven Mo-
ran, personal communication). Extrapolating from this observation, we treat the 
three segments in our stimuli that were unattested in PHOIBLE (/lβʲ/, /ṭp/, and /tp/) as 
having a frequency of 1 (i.e., appearing in one language), with a (rounded) percentile 
of 0% (i.e., its cross-linguistic percentile is zero). 
 
Within-language Frequency 
 
Additionally, we estimated the usage frequency of the phones present in the target 
items in a corpus of child-centered recordings (Casillas et al., 2021). That corpus was 
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constituted by sampling from audio-recordings (7–9 hours long), collected as 10 chil-
dren aged between 1 month and 3 years went about their day. The researchers se-
lected 9 2.5-minute clips randomly and 11 1- or 5-minute clips by hand (selected to 
represent peak turn-taking and child vocal activity). These clips were segmented and 
transcribed by the lead researcher and a highly knowledgeable local assistant, who 
speaks Yélî Dnye natively, has ample experience in this kind of research, and often 
knew all the recorded people personally. For more details, please refer to Casillas et 
al. (2021). 
 
For the present study, we extracted the transcriptions of adult speech (i.e., removing 
key child and other children’s speech) and split them into words using white space. 
We then removed all English and Tok Pisin words. The resulting corpus contained a 
total of 18,934 word tokens of 1,686 unique word types. To get our phone frequency 
measure, we counted the number of word types in which the phone occurred, and 
applied the natural logarithm.5 Here, unattested sounds were not considered (i.e., 
they were declared NA so that they do not count for analyses). Note that the resulting 
values estimate usage frequencies for very young children’s input and, while this is 
somewhat different from what our older participants experience on a daily basis, we 
can expect that this is a reasonable approximation of the early input that formed the 
foundation of their phonological knowledge. 
 
Procedure 
 
There is some variation in procedure in previous work. For example, while items are 
often presented orally by the experimenter (Torrington Eaton, Newman, Ratner, & 
Rowe, 2015), an increasing number of studies have turned instead to playing back pre-
recorded stimuli in order to increase control in stimulus presentation (Brandeker & 
Thordardottir, 2015). 
 
In adapting the typical NWR procedure for our context, we balanced three desiderata: 
That children would not be unduly exposed to the items before they themselves had 
to repeat them (i.e., from other children who had participated); that children would 
feel comfortable doing this task with us; and that community members would feel 
comfortable having their children do this task with us. 
 
We tested in four different sites spread across the northeastern region of the island, 
making a single visit to each, conducting back-to-back testing of all eligible children 
present at the time of our visit in order to prevent the items from ‘spreading’ between 
children through hearsay. Whenever children living in the same household were 
tested, we tried to test children in age order, from oldest to youngest, to minimize 
intimidation for younger household members, and always using different elicitation 
sets. Because space availability was limited in different ways from hamlet to hamlet, 
the places where elicitation happened varied across testing sites. More information is 

 
5 We also carried out analyses using token (rather than type) phone frequency, but this measure was not corre-
lated with whole-item NWR scores, and therefore the fact that it did not explain away the predictive value of 
cross-linguistic phone frequency was less informative than the relationship discussed in the Results section. 
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available from the online materials (https://osf.io/qt8gr/). 
 
We tested one child at a time. We fitted the child with a headset microphone (Shure 
SM10A or WH20 XLR with a dynamic microphone on a headband, most children using 
the former) that fed into the left channel of a Tascam DR40x digital audio recorder. 
The headsets were designed for adult use and could not be comfortably seated on 
many children’s heads without a more involved adjustment period. To minimize ad-
justment time, which was uncomfortable for some children given the proximity of 
the foreign experimenter and equipment, we placed the headband on children’s 
shoulders in these cases, carefully adjusting the microphone’s placement so that it 
was still close to the child’s mouth. A research assistant who spoke Yélî Dnye natively, 
and who could also hear the instructions over headphones, sat next to the child 
throughout the task to provide instructions and, if needed, encouragement. The re-
search assistant coached the child throughout the task to make sure that they under-
stood what they were expected to do. Finally, an experimenter (the first author) was 
also fitted with headphones and a microphone. She was in charge of delivering the 
pre-recorded stimuli to the research assistant, the child, and herself over head-
phones. 
 
The first phase of the experiment involved making sure the child understood the task. 
We explained the task and then presented the first practice item. At this point, many 
children did not say anything in response, which triggered the following procedure: 
First, the assistant insisted the child make a response. If the child still did not say 
anything, the assistant said a real word and then asked the child to repeat it, then 
another and another. If the child could repeat real words correctly, we provided the 
first training item over headphones again for children to repeat. Most children suc-
cessfully started repeating the items at this point, but a few needed further help. In 
this case, the assistant modeled the behavior (i.e., the child and assistant would hear 
the item again, and the assistant would repeat it; then we would play the item again 
and ask the child to repeat it). A small minority of children still failed to repeat the 
item at this point. If so, we tried again with the second training item, at which point 
some children demonstrated task understanding and could continue. A fraction of the 
remaining children, however, failed to repeat this second training item, as well as the 
third one, in which case we stopped testing altogether (see Participants section for 
exclusions). 
 
The second phase of the experiment involved going over the list of test items ran-
domly assigned to each child. This was done in the same manner as the practice items: 
the stimulus was played over the headphones, and then the child repeated it aloud. 
NWR studies vary in whether children are allowed to hear and/or repeat the item 
more than one time. We had a fixed procedure for the test items (i.e., the non-practice 
items) in which the child was allowed to make further attempts if their first attempt 
was judged erroneous in some way by the assistant. The procedure worked as follows: 
When the child made an attempt, the assistant indicated to the experimenter whether 
the child’s production was correct or not. If correct, the experimenter would whisper 
this note of correct repetition into a separate headset that fed into the right channel 
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of the same Tascam recorder and we moved on to the next item. If not, the child was 
allowed to try again, with up to five attempts allowed before moving on to the next 
item. Children were not asked to make repetitions if they did not produce a first at-
tempt. In total, the sessions took approximately six minutes (one for practice; five for 
the test list). 
  
Coding 
 
The first author then annotated the onset and offset of all children’s productions from 
the audio recording using Praat audio annotation software (Boersma & Weenink, 
2020), then ran a script to extract these tokens, pairing them with their original audi-
tory target stimulus, and writing these audio pairs out to .wav clips. The assistant then 
listened through all these paired target-repetition clips randomized across children 
and repetitions, grouped such that all the clips of the same target were listened to in 
succession. For each clip, the assistant indicated in a notebook whether the child pro-
duction was a correct or incorrect repetition and orthographically transcribed the 
production, noting when the child uttered a recognizable word or phrase and adding 
the translation equivalent of that word/phrase into English. The assistant was also 
provided with some general examples of the types of errors children made without 
making specific reference to Yélî sounds or the items in the elicitation sets. Because 
the phonological inventory is so acoustically packed and annotation was done based 
on audio data alone, it might be easy to misidentify a segment. Therefore, the assis-
tant double-checked all of her annotations by listening to them and assessing them a 
second time, once she had completed a full first round. 
 
Analyses 
 
Previous work typically reports two scores: a binary word-level exact repetition score, 
and a phoneme-level score, defined as the number of phonemes that can be aligned 
across the target and attempt, divided by the number of phonemes of whichever item 
was longer (the target or the attempt; as in Cristia et al., 2020). Previous work does not 
use distance metrics, but we report these rather than the phoneme-level scores be-
cause they are more informative. To illustrate these scores, recall our example of an 
English target being /bilik/ with an imagined response [bilig]. We would score this 
response as follows: at the whole item level this production would receive a score of 
zero (because the repetition is not exact); at the phoneme level this production would 
receive a score of 80% (4 out of 5 phonemes repeated exactly); and the phone-based 
Levenshtein distance for this production is 20% (because 20% of phonemes were sub-
stituted or deleted). Notice that the phone-based Levenshtein distance is the comple-
ment of the phoneme-level NWR score. An advantage of using phone-based Le-
venshtein distance is that it is scored automatically with a script, and it can then easily 
be split in terms of deletions and substitutions (insertions were not attested in this 
study). 
 

Results 
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Preliminary Analyses 
 
We first checked whether whole-item NWR scores varied between first and subse- 

 
Figure 1.   Whole-item NWR scores for individual participants averaging separately 
their first attempts and all other attempts. 
 
quent presentations of an item by averaging word-level scores at the participant level 
separately for first attempts and subsequent repetitions. We excluded 1 child who did 
not have data for one of these two types. As shown in Figure 1, participants’ mean 
word-level scores became more heterogeneous in subsequent repetitions. Surpris-
ingly, whole-item NWR scores for subsequent repetitions (M = 40, SD = 28) were on 
average lower than first ones (M = 65, SD = 15), t(38) = 5.89, p < 0.001; Cohen’s d = 1.13). 
Given uncertainty in whether previous work used first or all repetitions, and given 
that scores here declined and became more heterogeneous in subsequent repetitions, 
we focus the remainder of our analyses only on first repetitions, with the exception 
of qualitative analyses of substitutions. 
 
Taking into account only the first attempts, we derived overall averages across all 
items. The overall NWR score was M = 65% (SD = 15%), Cohen’s d = 4.39. The pho-
neme-based normalized Levenshtein distance was M = 21% (SD = 9%), meaning that 
about a fifth of phonemes were substituted or deleted. 
 
We also looked into the frequency with which mispronunciations resulted in real 
words. In fact, two thirds of incorrect repetitions were recognizable as real words or 
phrases in Yélî Dnye or English: 63%. This type of analysis is seldom reported. We 
could only find one comparison point: Castro-Caldas, Petersson, Reis, Stone-Elander, 
and Ingvar (1998) found that illiterate European Portuguese adults’ NWR mispronun-
ciations resulted in real words in 11.16% of cases, whereas literate participants did so 
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in only 1.71% of cases. The percentage we observe here is much higher than reported 
in the study by Castro and colleagues, but we do not know whether age, language, test 
structure, or some other factor explains this difference, such as the particularities of 
the Yélî Dnye phonological inventory, which lead any error to result in many true-
word phonetic neighbors. Follow-up work exploring this type of error in children 
from other populations in addition to further work on Yélî children may clarify this 
association. 
 
NWR and Typology: NWR as a Function of Cross-Linguistic Phone Frequency 
 
Turning to our first research question, we analyzed variation in whole-item NWR 
scores as a function of the average frequency with which sounds composing individ-
ual target words are found in languages over the world. To look at this, we fit a mixed 
logistic regression in which the outcome variable was whether the non-word was cor-
rectly repeated or not. The fixed effect of interest was the average cross-linguistic 
phone frequency; we also included child age as a control fixed effect, in interaction 
with cross-linguistic phone frequency, and allowed intercepts to vary over the ran-
dom effects child ID and target ID. 
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Figure 2.   NWR scores for individual target words as a function of the average fre-
quency with which each phone is found across languages. 
 
We could include 826 observations, from 40 children producing in any given trial one 
of 40 potential target words. The analysis revealed a main effect of age (ß = 0.39, SE ß 
= 0.13, p < 0.01), with older children repeating more items correctly. It also revealed 
a significant estimate for the scaled average cross-linguistic frequency of phones in 
the target words (ß = 0.80, SE ß = 0.19, p < 0.001): Target words with phones found 
more frequently across languages had higher correct repetition scores, as shown in 
Figure 2. Averaging across participants, the Pearson correlation between scaled aver-
age cross-linguistic phone frequency and whole-item NWR scores was r(38) = .544. 
 
Additionally, the effect for the interaction between the two fixed effects was small but 
significant (ß = 0.22, SE ß = 0.09, p = 0.01): The effect of frequency was larger for older 
children. Inspection of Figure 3 suggests that the age effects are more marked for 
items containing cross-linguistically common phones, such that children’s average 
performance increases more rapidly with age for those than for items containing 
cross-linguistically uncommon phones. 
 

Figure 3.   NWR scores as a function of age and typological frequency. Lines are fits 
from the model in the main text predicting NWR scores from child age (x axis) and the 
average frequency with which each phone is found across languages (mean, or 
plus/minus one standard deviation). Each circle indicates the estimated NWR scores 
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for one child at one frequency level. 
 
 
NWR and Typology: NWR as a Function of Within-Language Phone Frequency 
 
We next checked whether the association between whole-item NWR scores and cross-
linguistic phone frequency could actually be due to frequency of the sounds within 
the language: The same perception and production pressures that shape languages 
diachronically could affect a language’s lexicon, so that sounds that are easier to per-
ceive or produce are more frequent within a language than those that are harder. If 
so, children will have more experience with the easier sounds, and they may thus be 
better able to represent and repeat non-words containing them simply because of the 
additional exposure. 
 
Phone corpus-based frequencies were correlated with phone cross-linguistic fre-
quencies [r(27)=0.50, p < 0.01]; and item-level average phone corpus-based frequen-
cies were correlated with the corresponding cross-linguistic frequencies [r(38)=0.73, 
p < 0.001]. Moreover, averaging across participants, the Pearson correlation between 
scaled average corpus phone frequency and whole-item NWR scores was r(38)=.432, 
p < 0.01. Therefore, we fit another mixed logistic regression, this time declaring as 
fixed effects both scaled cross-linguistic and corpus frequencies (averaged across all 
attested phones within each stimulus item), in addition to age. As before, the model 
contained random slopes for both child ID and target. In this model, both cross-lin-
guistic phone frequency (ß = 0.78, SE ß = 0.27, p < 0.01) and age (ß = 0.35, SE ß = 0.13, 
p < 0.01) were significant predictors of whole-item NWR scores, but corpus phone 
frequency (ß = 0.00, SE ß = 0.25, p = 0.99) was not. 
 
Follow-up Analyses: Patterns in NWR Mispronunciations. 
 
We addressed our first research question in a second way, by investigating patterns 
of error. Unlike all other analyses, we looked at all attempts, so as to base our gener-
alizations on more data. As in all analyses, we did not exclude errors resulting in real 
words. Deletions were very rare (insertion and metathesis were not attested): there 
were only 17 instances of deleted vowels (~0.35% of all vowel targets), and 13 in-
stances of deleted consonants (~0.50% of all consonant targets). We therefore focus 
our qualitative description here on substitutions: There were 813 cases of substitu-
tions, ~16.81 of the 4836 phones found collapsing across all children and target words, 
so that substitutions constituted the majority of incorrect phones (~96.10% of un-
matched phones). To inform our understanding of how cross-linguistic patterns may 
be reflected in NWR scores, we asked: Is it the case that cross-linguistically less com-
mon and/or more complex phones are more frequently mispronounced, and more 
frequently substituted by more common ones than vice versa?6 
  
We looked for potential asymmetries in errors for different types of sounds in vowels 

 
6 Note that tables of errors including child age are provided in the project repository for those interested in a 
finer-grained analysis than what is presented here. See https://osf.io/5qspb/wiki/home/, quick links, error tables. 
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by looking at the proportion of vowel phones that were correctly repeated or not, gen-
erating separate estimates for nasal and oral vowels. The nasal vowels in our stimuli 
occur in ~1.40% of languages’ phonologies (range 0% to 3%); whereas oral vowels in 
our stimuli occur in ~31.55% of languages’ phonologies (range 3% to 92%). As noted 
above, frequency within the language is correlated with cross-linguistic frequency, 
and thus these two types of sounds also differ in the former: Their frequencies in Yélî 
Dnye are: nasal vowels ~0.03‰ (range 0.00‰ to 0.05‰) versus oral ~0.23‰ (range 
0.02‰ to 0.76‰). 
 
We distinguished errors that included a change of nasality (and may or may not have 
preserved quality), versus those that preserved nasality (and were therefore a quality 
error), shown in Table 2. We found that errors involving nasal vowel targets were 
more common than those involving oral vowels (35.70 versus 12.10%). Additionally, 
errors in which a nasal vowel lost its nasal character were 10 times more common 
than those in which an oral vowel was produced as a nasal one. Note that this analysis 
does not tell us whether cross-linguistic or within-language frequency is the best pre-
dictor, an issue to which we return below. 
 
Table 2. Number (and percent) of vowel targets that were correctly repeated (Corr.), 
deleted (Del.), or substituted, as a function of vowel type, and whether the error re-
sulted in a nasality change (Nasal Err.) or only a quality change (Qual. Err.)  
 Corr. Del. Nasal Err. Qual. Err. % Corr. % Del. % Nasal 

Err. 
% Qual Err. 

Nasal Target 101 0 39 17 64.3 0 24.8 10.8 

Oral Target 1988 17 52 204 87.9 0.8 2.3 9 
 
 
For consonants, we inspected complex ([ṭp], [tp], [kp], [km], [kṇ], [mp], and [lβʲ]) ver-
sus simpler ones ([m], [n], [l], [w], [j], [w], [ṭ], [g], [p], [t], [k], [f], [ɣ], [h], and [tʃ]), using 
the same logic: We looked at correct phone repetition, substitution with a change in 
complexity category, or a change within the same complexity category.7 The complex 
consonants in our stimuli occur in ~17.33% of languages 	’phonologies (range 0% to 
78%); whereas simple consonants in our stimuli occur in ~67.62% of languages	’pho-
nologies (range 13% to 96%). Again these groups of sounds differ in their frequency 
within the language. Their type frequencies in Yélî Dnye are: complex consonants 
~0.04‰ (range 0.00‰ to 0.10‰) versus simple consonants ~0.32‰ (range 0.06‰ to 
0.55‰). 
 
Table 3 showed that errors involving complex consonant targets were more common 
than those involving simple consonants (57 versus 8.20%). Additionally, errors in 
which a complex consonant was mispronounced as a simple consonant were quite 
common, whereas those in which a simple consonant was produced as a complex one 

 
7 Note that the substitutions included phones that are not native to Yélî Dnye but do occur in English (e.g., [tʃ]). 
These data come from careful transcriptions by a native Yélî Dnye speaker who is very fluent in English. 
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were vanishingly rare. 
 
Table 3. Number (and percent) of consonant targets that were correctly repeated 
(Corr.), deleted (Del.), or substituted, as a function of the complexity of the consonant, 
and whether the error resulted in a change of complexity (Cmpl Err.) or not (Othr 
Err.)  
 Corr. Del. Cmpl 

Err. 
Othr Err. % Corr. % Del % Cmpl 

Err. 
% Othr Err. 

Complex Tar-
get 

198 0 219 44 43 0 47.5 9.5 

Simple Target 1482 13 3 117 91.8 0.8 0.2 7.2 
 
To address whether errors were better predicted by cross-linguistic or within-lan-
guage frequency, we calculated a proportion of productions that were correct for each 
phone (regardless of the type of error or the substitution pattern). Graphical investi-
gation suggested that in both cases the relationship was monotonic and not linear, so 
we computed Spearman’s rank correlations between the correct repetition score, on 
the one hand, and the two possible predictors on the other. Although we cannot di-
rectly test the interaction due to collinearity, the correlation with cross-linguistic fre-
quency [r(346.78)=0.74, p < 0.001] was greater than that with within-language fre-
quency [r(817.23)=0.39, p = 0.09]. 
 
Length Effects on NWR 
 
We next turned to our second research question by inspecting whether NWR scores 
varied as a function of word length (Table 4). In this section and all subsequent ones, 
we only look at first attempts, for the reasons discussed previously. Additionally, we 
noticed that participants scored much lower on monosyllables than on non-words of 
other lengths. This is likely due to the fact that the majority of monosyllables were 
designed to include sounds that are rare in the world’s languages, which may be 
harder to produce or perceive, as suggested by our previous analyses of NWR scores 
as a function of cross-linguistic phone frequency and error patterns. Therefore, we 
set monosyllables aside for this analysis. 
 
Table 4. NWR means (and standard deviations) measured in whole-word scores and 
normalized Levenshtein Distance (NLD), separately for the four stimuli lengths. 

 Word NLD 

1 syll 48 (22) 40 (18) 

2 syll 79 (22) 8 (9) 

3 syll 78 (19) 7 (7) 

4 syll 74 (32) 9 (12) 
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We observed the typical pattern of lower scores for longer items only for the whole-
item scoring, and even there differences were rather small. In a generalized binomial 
mixed model excluding monosyllables, we included 479 observations, from 40 chil-
dren producing, in any given trial, one of 24 (non-monosyllabic) potential target 
words. The analysis revealed a positive effect of age (ß = 0.56, SE ß = 0.14, p < 0.001) 
and a negative but non-significant estimate for target length in number of syllables (ß 
= -0.15, SE ß = 0.33, p = 0.65). 
 
Individual Variation and NWR 
 
Our final exploratory analysis assessed whether variation in scores was structured by 
factors that vary across individuals, as per our third research question. As shown in 
Figure 4, there was a greater deal of variance across the tested age range, with signif-
icantly higher NWR scores for older children (Spearman’s rank correlation, given in-
equality of variance): ρ(38) = .47, p < 0.01. In contrast, there was no clear association 
between NWR scores and sex: Welch t (27.33) = -0.60, p = 0.56; NWR scores and birth 
order (data missing for 14 children): ρ(24) = -.198, p = 0.33; or NWR scores and mater-
nal education: ρ(38) = .097, p = 0.55. 
 
 

Figure 4.   NWR whole-item scores for individual participants as a function of age and 
sex (purple crosses = boys, orange circles = girls). 
 

Discussion 
 
We used non-word repetition to investigate phonological development in a language 
with a large phonological inventory (including some typologically rare segments). We 
aimed to provide additional data on two questions already visited in NWR work, 
namely the influence of stimulus length and individual variation, plus one research 
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area that has received less attention, regarding the possible correlation between ty-
pological phone frequency and NWR scores. An additional overarching goal was to 
discuss NWR in the context of population and language diversity, since it is very com-
monly used to document phonological development in children raised in urban set-
tings with wide-spread literacy, and has been seldom used in non-European lan-
guages (but note there are exceptions, including work cited in the Introduction and 
in the Discussion below). We consider implications of our results on each of these 
four research areas in turn. 
 
NWR and Typology 
 
Arguably the most innovative aspect of our data relates to the inclusion of phones that 
are less commonly found across languages, and rarely used in NWR tasks. As ex-
plained in the Introduction, typological frequency of phones could reflect ease of per-
ception, ease of production, and other factors, and these factors could affect speech 
processing and production. This predicts a correlation between typological frequency 
and NWR performance, due to those factors affecting both. To assess this prediction, 
we looked at our data in two ways. First, we measured the degree of association be-
tween NWR scores and cross-linguistic frequency at the level of non-word items. Sec-
ond, we described mispronunciation patterns, by looking at correct and incorrect 
repetitions of simpler and more complex sounds, which are also more or less fre-
quent. 
 
There are some reasons to believe that Yélî Dnye put that hypothesis to a critical test: 
The phoneme inventory is both large and acoustically packed, in addition to contain-
ing several typologically infrequent (or unique) contrasts. One could then predict that 
correlations with typological frequency should be relatively weak because the ambi-
ent language puts more pressure on Yélî children to distinguish (perceptually and ar-
ticulatorily) fine-grained phonetic differences than what is required of child speakers 
of other languages. On the other hand, it is also possible that this pressure gives Yélî 
children no benefit, and that some of these categories are simply acquired later in 
development. We can draw a parallel with children learning another Papuan lan-
guage, Ku Waru, which has a packed inventory of lateral consonants; where children 
do not produce adult-like realizations of the more complex of these laterals (the pre-
stopped velar lateral /ɡʟ/) until 5 or 6 years of age (Rumsey, 2017). 
 
We do not have the necessary data to assess whether the correlation is indeed weaker 
for Yélî Dnye learners than learners of other languages, but we did find a robust cor-
relation of average segmental cross-linguistic frequency and NWR performance: 
Even accounting for age and random effects of item and participant, we saw that tar-
get words with typologically more common segments were repeated correctly more 
often. This effect was large, with a magnitude more than twice the size of the effect of 
participant age. Additionally, we observed an interaction between age and this factor, 
which emerged because cross-linguistic frequency explained more variance at older 
ages (i.e., the difference in performance for more versus less typologically frequent 
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sounds was greater for older than younger children). Importantly, the correlation be-
tween performance and typological frequency remained significant after accounting 
for the frequencies of these segments in a conversational corpus. An analysis of the 
substitutions made by children also aligned with this interpretation, with typologi-
cally more common sounds being substituted for typologically less common ones. 
 
We thus at present conclude that typological frequency of sounds is, to a certain ex-
tent, mirrored in children’s NWR, in ways that may not be due merely to how often 
those sounds are used in the ambient language, and which are not erased by language-
specific pressure to make finer-grained differences early in development. We do not 
aim to reopen a debate on the extent to which cross-linguistic frequency of occur-
rence can be viewed necessarily as reflecting ease of perception or production (via 
phonotactic constraints, ambiguous parsing conditions, individual differences, and 
more as in, e.g., Beddor, 2009; Bermúdez-Otero, 2015; Maddieson, 2009; Ohala, 1981; 
Yu, 2021), but we do point out that this association is interestingly different from ef-
fects found in artificial language learning tasks (see Moreton & Pater, 2012 for a re-
view) which are in some ways quite similar to NWR. We believe that it may be insight-
ful to extend the purview of NWR from a narrow focus on working memory and struc-
tural factors to broader uses, including for describing the phonological representa-
tions in the perception-production loop (as in e.g., Edwards, Beckman, & Munson, 
2004). 
 
Length Effects and NWR 
 
We investigated the effect of item complexity on NWR scores by varying the number 
of syllables in the item. In broad terms, children should have higher NWR scores for 
shorter items. That said, previous work summarized in the Introduction has shown 
both very small (e.g., Piazzalunga et al., 2019) and very large (e.g., Cristia et al., 2020) 
effects of stimulus length. Setting aside our monosyllabic stimuli (which contained 
typologically infrequent segments with lower NWR scores, as just discussed), we ex-
amined effects of item length among the remaining stimuli, which range between 2 
and 4 syllables long. The effect of item length was not significant in a statistical model 
that additionally accounted for age and random effects of item and participant. We 
do not have a good explanation for why samples in the literature vary so much in 
terms of the size of length effects, but two possibilities are that this is not truly a length 
effect but a confound with some other aspect of the stimuli, or that there is variation 
in phonological representations that is poorly understood. We explain each idea in 
turn. 
 
First, it remains possible that apparent length effects are actually due to uncontrolled 
aspects of the stimuli. For instance, some NWR researchers model their non-words 
on existing words, by changing some vowels and consonants, which could lead to 
fewer errors (since children have produced similar words in the past); some research-
ers control tightly the diphone frequency of sub-sequences in the non-words. Build-
ing on these two aspects that researchers often control, one can imagine that longer 
items have fewer neighbors, and thus both the frequency with which children have 
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produced similar items and (relatedly) their n-phone frequency is overall lower. If 
this idea is correct, a careful analysis of non-words used in previous work may reveal 
that studies with larger length effects just happened to have longer non-words with 
lower n-phone frequencies. 
 
Second, NWR is often described as a task that tests flexible perception-production, 
and as such it is unclear why length effects should be observed at all. However, it is 
possible that NWR relies on more specific aspects of perception-production, in ways 
that are dependent on stimulus length. A hint in this direction comes from work on 
illiterate adults, who can be extremely accurate when repeating short non-words, but 
whose NWR scores are markedly lower for longer items. In a longitudinal study on 
Portuguese-speaking adults who were learning to read, Kolinsky, Leite, Carvalho, 
Franco, and Morais (2018) found that, before reading training, the group scored 12.5% 
on 5-syllable items, whereas after 3 months of training, they scored 62.5% on such 
long items, whereas performance was at 100% for monosyllables throughout. Given 
that as adults they had fully acquired their native language, and obviously they had 
flexible perception-production schemes that allowed them to repeat new monosylla-
bles perfectly, the change that occurred in those three months must relate to some-
thing else in their phonological skills, something that is not essential to speak a lan-
guage natively. Thus, we hazard the hypothesis that sample differences in length ef-
fects may relate to such non-essential skills. Since as stated this hypothesis is under-
specified, further conceptual and empirical work is needed. 
 
Individual Variation and NWR 
 
Our review of previous work in the Introduction suggested that our anticipated sam-
ple size would not be sufficient to detect most individual differences using NWR. We 
give a brief overview of individual difference patterns of four types in the present 
data—age, sex, birth order, and maternal education—hoping that these findings can 
contribute to future meta- or mega-analytic efforts aggregating over studies. 
 
In broad terms, we expected that NWR scores would increase with participant age, as 
this is the pattern observed in several previous studies (English Vance et al., 2005; 
Italian Piazzalunga et al., 2019; Cantonese Stokes et al., 2006; but not in Cristia et al., 
2020). Indeed, age was significantly correlated with NWR scores and it also showed 
up as a significant predictor of NWR score when included as a control factor in the 
analyses of both item length and average segmental frequency. In brief, our results 
underscore the idea that phonological development continues well past the first few 
years of life, extending into middle childhood and perhaps later (Hazan & Barrett, 
2000; Rumsey, 2017). 
 
In contrast, previous work varies with respect to correlations of NWR scores with ma-
ternal education (e.g., Farmani et al., 2018; Kalnak et al., 2014; Meir & Armon-Lotem, 
2017). We did not expect large correlations with maternal education in our sample for 
two reasons: First, education on Rossel Island is generally highly valued and so wide-
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spread that little variation is seen there; second, formal education is not at all essen-
tial to ensuring one’s success in society and may not be a reliable index of local soci-
oeconomic variation. In fact, maternal education correlated with NWR score at about 
r~.1, which is small. We find correlations of about that size for participant sex, which 
is aligned with previous work (Chiat & Roy, 2007). 
 
Finally, we investigated whether birth order might correlate with NWR scores, as it 
does with other language tasks, such that first-born children showing higher scores 
on standardized language tests than later-born children (Havron et al., 2019) and 
adults (in a battery including verbal abilities, e.g., Barclay, 2015), presumably because 
later-born children receive a smaller share of parental input and attention than first-
borns. Given shared caregiving practices and the hamlet organization typical of Ros-
sel communities, children have many sources of adult and older child input that they 
encounter on a daily basis and first-born children quickly integrate with a much 
larger pool of both older and younger children with whom they partly share caregiv-
ers. Therefore we expected that any correlations with birth order on NWR would be 
attenuated in this context. In line with this prediction, our descriptive analysis 
showed a non-significant correlation between birth order and NWR score. However, 
the effect size was larger than that found for the other two factors and it is far from 
negligible, at r~.2 or Cohen’s d~0.41. In fact, two large studies (with therefore precise 
estimates) found effects of about d~.2 for birth order effects on other language tasks 
(Barclay, 2015; Havron et al., 2019), which would suggest the correlations we found 
are larger. We therefore believe it may be worth revisiting this question with larger 
samples in similar child-rearing environments, to further assess whether distributed 
child care results in more even language outcomes for first- and later-born children. 
 
NWR across Languages and Cultures 
 
The fourth research area to which we wanted to contribute pertained to the use of 
NWR across languages and populations, since when designing this study we won-
dered whether NWR was a culture-fair test of phonological development. Although 
our data cannot answer this question because we have only sampled one language 
and population here, we would like to spend some time discussing the integration of 
these results to the wider NWR literature. It is important to note at the outset that we 
cannot obtain a final answer because integration across studies implies not only var-
iation in languages and child-rearing settings, but also in methodological aspects in-
cluding non-word length, non-word design (e.g., the syllable and phone complexity 
included in the items), and task administration, among others. Nonetheless, we feel 
the NWR task is prevalent enough to warrant discussion about this, similarly to other 
tasks sometimes used to describe and compare children’s language skills across pop-
ulations, like the recent re-use of the MacArthur-Bates Communicative Development 
Inventory to look at vocabulary acquisition across multiple languages (Frank et al., 
2017). 
 
The range of performance we observed overlapped with previously observed levels 
of performance. Paired with our thorough training protocol, we had interpreted the 



Language Development Research 

Volume 2, Issue 1, 31 December 2022 
 

96 

NWR scores among Yélî Dnye learners as indicating that our adaptations of NWR for 
this context were successful, even given a number of non-standard changes to the 
training phase and to the design of the stimuli. Additionally, it seemed that Yélî chil-
dren showed comparable performance to others tested on a similar task, despite the 
many linguistic, cultural, and socioeconomic differences between this and previously 
tested populations, unlike the case that had been reported for the Tsimane’	(Cristia et 
al., 2020). 
 
Comparison across published studies is difficult (see SM2 for our preliminary at-
tempt). To be certain whether language-specific characteristics do account for mean-
ingful variation in NWR scores, it will be necessary to design NWR tasks that are cross-
linguistically valid. We believe this will be exceedingly difficult (or perhaps impossi-
ble), since it would entail defining a 10-20 set of items that are meaningless, but pho-
notactically legal, in all of the languages. An alternative may be to find ways to regress 
out some of these differences, and thus compare languages while controlling for 
choices of phonemes, syllable structure, and overall length of the NWR items. Both 
of these issues are discussed in Chiat (2015). As for the variable strengths of age cor-
relations discussed above, here as well we are uncertain to what they may be due, but 
we do hope that these intriguing observations will lead others to collect and share 
NWR data. 
 
Limitations 
 
Before closing, we would like to point out some salient limitations of the current 
work. To begin with, we only employed one set of non-words, in which not all char-
acteristics that previous work suggest matter were manipulated (Chiat, 2015). As a re-
sult, we only have a rather whole-sale measure of performance, and we do not know 
to what extent lexical knowledge, pure phonological knowledge, and working 
memory, among others, contribute to children’s performance. Similarly, our items 
varied systematically in length and typological frequency of the sounds included, but 
not in other potential dimensions (such as whether the items contained morphemes 
of the language or not). 
 
We relied on a single resource, PHOIBLE, for our estimation of typological frequency, 
and some readers may be worried about the effects of this choice. As far as we know, 
PHOIBLE is the most extensive archive of phonological inventories, so it is a reason-
able choice in the current context. However, one may want to calculate typological 
frequency not by trying to have as many languages represented as possible, but rather 
by selecting a sample of typologically independent languages. In addition, it is not the 
case that all the world’s languages are represented, and indeed some of the Yélî 
sounds were not found in PHOIBLE. PHOIBLE—as well as our own work—depends on 
phonological descriptions from linguists who are in many cases not native speakers 
of the languages. Because the phones in our items have largely been evidenced as 
phonemic via multiple analyses (i.e., minimal contrast, phonological, phonetic, and 
ultrasound, see Levinson, 2021), we are not concerned that changes to the phonolog-
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ical description in the future (e.g., if a segment loses its phonemic status) will signifi-
cantly change the results presented here. Relatedly, any converging evidence from 
the other ongoing studies of Yélî Dnye phonological development and fine-grained 
analyses of sound substitutions would certainly help bolster the claims we made here. 
While all these limitations should be borne in mind, it is important to also consider 
what our conclusions were, and that is that there is a non-trivial correlation between 
NWR and typological frequency. At present, we do not see how imbalance in the ty-
pological selection and missing data can conspire to produce the correlation we ob-
serve. If anything, these factors should increase noise in the typological frequency 
estimation, in which case the correlation size we uncover is an underestimation of 
the true correlation. 

Additionally, we only had a single person interacting with children as well as inter-
preting children’s production, so we do not know to what extent our findings gener-
alize to other experimenters and research assistants. Furthermore, since both stimuli 
presentation and production data collected were audio-only, neither the children nor 
our research assistant were able to integrate visual production cues in their interpre-
tation. Other work shows that children’s performance reaches ceiling by 12 years of 
age for auditorily-presented minimal pairs for typologically rare (i.e., pre- vs post-
alveolar stop) contrasts (Casillas & Levinson, In preparation). Nonetheless, language 
processing for the majority of children will be audiovisual in natural conditions, and 
thus it may be interesting in the future to capture this aspect of speech. 

Conclusions 

The present study shows that NWR can be adapted for very different populations than 
have previously been tested. In addition, we observed strong correlations with age 
and typological frequency, while correlations with item length, participant sex, ma-
ternal education, and birth order were weaker. A consideration of previous work led 
us to suggest that the statistical strength of all of these effects may vary depending on 
the linguistic, cultural, and socio-demographic properties of the population under 
study, in conjunction with characteristics of the non-word items used. The present 
findings raise many questions, including: Why do NWR scores pattern differently 
across samples? What does that tell us about the relationship between lexical devel-
opment, phonological development, and the input environment? What is implied 
about the joint applicability of these outcome measures as a diagnostic indicator for 
language delays and disorders? While answers to these questions should be sought in 
future work, we take the present findings as robustly supporting the idea that phono-
logical development continues well past early childhood and as yielding preliminary 
support for a potential association between individual learners’ NWR and much 
broader patterns of cross-linguistic phone frequency.  
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Introduction 
 
Language acquisition and its guiding principles have been at the forefront of psycho-
linguistic and developmental research for over five decades. Among the central re-
search questions of the field, the logical problem of language acquisition stands out: 
How is language acquired, given the noisy nature of the linguistic input that a child 
receives during the early stages of development? The poverty of the environmental 
stimulus that characterizes the input sharply contrasts with the richness of the attain-
ment that a neurotypical child will have as a mature speaker/signer (Chomsky, 1965; 
1980). In (bio)linguistics and psychology, the highly influential Principles & Parame-
ters framework (P&P) has provided an answer to the logical problem of language ac-
quisition by positing that the child is aided by some innate principles that help them 
navigate the space of cross-linguistic variation in the process of acquisition (Chom-
sky, 1981). According to P&P, the child is innately equipped with a cognitive apparatus 
called Universal Grammar. Universal Grammar can be viewed as a cognitive map that 
consists of (i) a finite number of universal principles and (ii) a small number of pa-
rameters, that are also universal, but come with a set of values to which they are var-
iably set across different languages. Although this idea has been around for several 
decades and has been criticized on various grounds, recently there has been a re-
newed interest in it, especially from a computational perspective that integrates Uni-
versal Grammar and non-linguistic principles of computation in the process of lan-
guage development (Yang et al., 2017; Kazakov et al., 2018; Manzini, 2019). Even 
though the P&P framework removes some of the burden originally placed on the Eval-
uation Measure, it remains unclear what type of learning algorithm can manoeuvre 
itself through a space of grammars.  
 
From a theoretical perspective, this organization of Universal Grammar in terms of 
principles and parameters brings an important benefit. Consider the overall volume 
of the input data a child has to process in order to acquire their language. Not only is 
it vast, but the task at hand entails dealing with noisy data and complex rules, whose 
properties the child has to decipher in the earliest stages of development. The logical 
problem of language acquisition addresses the question of how the child achieves this 
monumental task. The answer, within the P&P framework, is that the child’s cognitive 
map consists of a finite number of parameters that form certain paths (Figure 1), such 
that the variation space is neatly compartmentalized, rendering the child’s task con-
siderably easier.  
 
To explain the process, at point zero of acquisition the child has routes of the cognitive 
map open, but upon setting a few initial parameters to one value instead of another, 
the child selects a path. This selection brings with it the notion of settability: The val-
ues of the first-set parameters carry implications about the settability of others that 
are yet to be set. After selecting a route through setting a parameter to one value, the 
child is bound against exploring other routes, at least not in the context of that lan-
guage. Parameters in these other routes will not be set to a value on the basis of the 
data the child is exposed to, because they are not settable: they do not form part of 
the route the child has taken. Since the child will never have to deal with them, the 
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variation space that they have to navigate is substantially reduced. This explains (pu-
tatively) how the child performs this complex task so fast.  
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure	1.	A	parametric	hierarchy	(adapted	from	Baker	2003).		
 
To define the critical notions of setting and settability, parameter setting refers to se-
lecting a value for a parameter, based on data from the target language. Parameter 
settability refers to whether a parameter forms part of the route the learner has taken. 
To give an example based on Figure 1, ‘adjective neutralize’ is not settable in French 
(i.e., it does not form part of the route to French), but it is settable and set to a specific 
value in Mohawk. A settable parameter is always set based on language data. There-
fore, setting differs from settability in that the latter only arises given the existence of 
an implicational network among parameters (i.e., a network of dependencies that spec-
ifies that the settability of parameter X depends on having set parameter Y to one 
value instead of another, as shown in Figure 1). In this sense, the crucial difference 
between the two notions, setting and settability, boils down to the fact that the process 
of setting/value selection does not bear upon the existence of an implicational net-
work; the latter is only informative about settability.  
 
The processes of setting and settability are formally presented in (1). 
 
(1a) Setting  
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Given a parametric hierarchy composed by a series of nodes Ni, where	𝑖 ∈ ℕ, 
setting is the process of selecting a binary value 𝑆! = {+𝑁! 	𝑜𝑟 − 𝑁!}.  If you get 
input z, select a value. If z matches the hypothesized value, set N to this value. 
If not, select the other value and set N. Reach state Nvalued. 

 
(1b) Settability 
 

Go to the next node N2. Check whether there is a path that connects N2 to any 
previous node (in this example, Nvalued). A path entails a logical expression (e.g., 
N2=(N−)). If there is no path, set N2 following the process described in Setting. 
If there is a path, determine its satisfiability. A path is satisfied if the parts of 
the logical expression match the values of previously set nodes (e.g., if the log-
ical expression is N2=(N−), then Nvalued must be set to −. If it is not, the path is 
not satisfied and settability of N2 cannot be reached on this path). Repeat for 
every path that connects N2 to previous nodes. If one (or more than one, but at 
least one) path is satisfied, follow the process described in Setting to set N2. If 
no path is satisfied, rewrite N2 as N2not-settable. 
 
There are two possible outcomes: N2valued or N2not-settable. Once any of the two is 
reached, go to the next node N3 and repeat the process. When all nodes have 
reached one of the two states, Nvalued or Nnot-settable, halt the process. 

 
These two notions, setting and settability, have not been investigated to equal de-
grees. Previous work concerning the computation of parametric models of language 
acquisition has focused almost exclusively on analyzing setting relations; for exam-
ple, the number of linguistic examples and initial hypotheses that are needed for the 
child to set the parameters that correspond to their target language (Gibson & Wexler, 
1994; Niyogi & Berwick, 1996). Settability has not been addressed from a computa-
tional perspective, in part because until recently it was largely assumed that there is 
only one way of reaching settability for a given parameter in a given language; an 
assumption that voids the need for further computation. 
 
To illustrate this assumption, Figure 1 shows that there is a single way to reach the 
settability of any parameter in this parametric hierarchy (e.g., ‘adjective neutralize’ is 
reached exclusively by setting polysynthesis to [+]). The only work that addresses the 
computation of settability relations challenged this assumption of unique settability 
(Boeckx & Leivada, 2013), through examining an elaborate network of parameters 
from the nominal domain (henceforth, the network, Longobardi & Guardiano, 2009; 
Figure 2). 
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Figure 2. The analyzed network consists of 63 binary parameters from the nominal 
domain across 28 languages (adapted from Longobardi & Guardiano, 2009). The first 
column presents the parameters and the settability path(s) on which each parameter 
is settable. If a settability path is not available in a language, the corresponding pa-
rameter is marked with 0 (e.g., if [5settable] depends on [4−], if the latter is in any 
other state, the former is marked with 0, which indicates that the parameter is not 
settable in the specific language). ‘,’ means ∧. 
 
The assumption of unique settability was investigated through the use of a program 
that calculated whether the settability paths in Figure 2 were satisfied in each lan-
guage-parameter pairing that exists in the network (Boeckx & Leivada, 2013). For ex-
ample, if the network specifies that the settability of parameter (P) 14 is reached on 
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the basis of setting P7 to + and P12 to −, the settability path would be: [14settable] = 
[7+] AND [12−]. The program read these paths in the form of logical expressions and 
checked whether they were satisfied in the input it received. The input was the states 
of each parameter in each language, as they are shown in the language columns of 
Figure 2. Proceeding with the previous example, if in language X, P7 was set to + and 
P12 was set to −, the program returned the outcome ‘true’ for [14settable]. If P7 and 
P12 were in any other state (i.e., set in the opposite value or not-settable), the program 
returned the outcome ‘false’, which means that P14 is not settable (on this settability 
path) for language X. 
 
As the ‘OR’ nodes in the first column of Figure 2 suggest, the network makes available 
different paths for the settability of many of its parameters. Until the computation of 
the settability relations of every language-parameter pairing, it was unclear whether 
different settability paths existed for different languages or whether the same lan-
guage could involve more than one path for the same parameter; something that 
would disprove the assumption of unique settability. Previous work on the computa-
tion of settability relations determined that there are different ways to reach settabil-
ity of a parameter, not only across but also within languages (Boeckx & Leivada, 2013). 
For example, Table 1 shows that for many languages in the network, parameter 29 is 
not settable (e.g., It[alian] in the second column). For other languages, the parameter 
is settable in one (e.g., path 4 in Rom[anian]) or more ways (e.g., paths 3 and 4 in 
Ba[sque]) 
 
Table 1. Parameter 29: ± Postpositional Genitive. 1 signals the availability of the cor-
responding settability path in the relevant language, whereas 0 signals the unavaila-
bility of the path. When a number node in the first column has an attached parenthesis 
on its right (e.g., 2+(1+)), the node inside the parenthesis is the settability path of the 
node outside the parenthesis, until an independent parameter is reached. In this table, 
the settability of parameter 29 is possible on the basis of setting either 27 to + or 28 to 
+. Both 27 and 28 are dependent parameters, settable in two ways each, either 
through setting 25 to + or 26 to  −. Parameter 25 is an independent parameter which 
means that its settability does not depend on the setting of other parameters (Boeckx 
& Leivada, 2013). 
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27+(25+) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 1 1 0 0 0 0 0 0 0 
28+(25+) 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 0 0 0 0 0 1 1 0 0 0 0 0 
27+(26-
(25-)) 

0 0 0 0 0 0 0 0 1 1 1 1 1 0 0 0 0 1 1 0 0 0 0 1 0 1 1 1 

28+(26-
(25-)) 

0 0 0 0 0 1 0 0 0 0 0 1 1 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 

 
However, there is a crucial and thus far unproven assumption behind previous work 
on the computation of settability relations. The program that was used in Boeckx & 
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Leivada (2013) was a semi-automatic one: the settability paths were not computed by 
it, but were given to it as predefined logical expressions. The crucial assumption is 
that the processing system, be it the human cognitive parser or a custom-made pro-
gram that simulates the process of computation, can successfully compute more than 
one settability path for a single parameter. If the settability of a parameter can be 
determined in more than one way, the parser must engage in some kind of computa-
tion that exhaustively checks all the paths that lead to it in order to determine whether 
the parameter is settable. This happens because the process of determining settability 
is a necessary prerequisite for the process of parameter-setting. Given that (i) not all 
parameters are settable in all languages and (ii) the learner does not know a priori 
which parameters are not, because the settability paths become available progres-
sively, depending on the value of earlier set parameters, the learner must engage in 
some kind of computation that determines whether the parameter that it encounters 
next in the hierarchy is settable or not.  
 
The aim of the present work is to spell out the computation of settability relations, 
locally for each dependent parameter of the analyzed network. More specifically, by 
means of treating each settability path as a logical expression (examples (2)-(3)), the 
satisfiability of each path must be calculated by the parser, be it the human brain or, 
in this case, a program that will simulate the computational process. In terms of the 
parametric network that will be analyzed, the notion of satisfiability refers to whether 
a path involves parameter values that match the input (given in Figure 2), such that 
this path is available in a language-parameter pairing, making the parameter settable 
in the specific language. 
 
(2) The logical expression for the second settability path of P10: (5−) 	∧ 	(2+) 	∧ 	(1+) 
 
(3) The logical expression for all the paths of P10: ((5−) 	∧ 	(2+) 	∧ 	(1+)) 	∨ 	((6−) 	∧
	(5+) 	∧ 	(2+) 	∧ 	(1+)) 	∨ 	(7+)  
 
The computation that follows operates on the basis of two important characteristics 
of the network and the learner respectively. First, if a parameter involves more than 
one settability path, the computation does not halt after finding a satisfiable path for 
a parameter. Instead, all paths need to be checked for satisfiability. In order to under-
stand this characteristic, it is necessary to take into account that a parameter’s setta-
bility paths often materialize at different times. For example, Table 2 shows that for 
P24, the first path becomes available after P21 is set to +, while the second path ma-
terializes after P22 is set to +. Even if the availability of a path for P24 was to be 
checked when [21+] was achieved, the computation would need to be re-run when 
[22+] was achieved, because not all languages set P24 on the first path (e.g., Ba in table 
2). 
 
Table 2. Parameter 24: ± Count-Checking N. 1 signals the availability of the corre-
sponding settability path in the relevant language, whereas 0 signals the unavailabil-
ity of the path. ‘,’ means ∧ (Boeckx & Leivada, 2013). 
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21+  0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 1 0 
22+(7+, 
21-) 

1 1 1 1 1 1 0 0 0 1 1 0 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 

22+((5-
(2+(1+))
), 21-) 

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 

22+((6-
(5+(2+(1
+)))), 
21-) 

0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

 
 
The second important characteristic is that the learner cannot remember the para-
metric nodes that formed part of a previously checked path and reuse this infor-
mation when checking paths that materialize later. For example, the last two paths of 
P24 in Table 2 share some parameters. Still, the satisfiability of the logical expression 
needs to be checked for the last path too. The reason has to do with memory limita-
tions. Even setting aside interference concerns that arise from keeping track of paths 
that materialize at different points (hence are separated by the setting of other param-
eters that occurs in between their materialization), working memory has a capacity 
of maintaining four units, on average (Cowan, 2000). A set of three parametric nodes 
and their values already exceeds this capacity, and most paths are considerably 
longer than this.  
 
Not only is this information not retainable in memory due to its heavy load, but the 
parser does not have memory that goes beyond the current state. Parametric models 
in language acquisition have long been described as involving memoryless pro-
cessing, in the sense that at any step the learner has no recall of prior input or states, 
beyond the ones currently entertained (Page, 2004; Fodor & Sakas, 2005; Fodor, 2009). 
This memoryless character of the learning process has also been a crucial assumption 
in prior work on the computation of setting relations in parametric models (Niyogi & 
Berwick, 1996; 1997). We stress that while aspects of contemporary neuroscience sup-
port a view of the brain’s memory as being capable of a pushdown stack (beyond de-
terministic pushdown automata), the mature state of a mildly context-sensitive gram-
mar would presumably not be attainable immediately to the infant (Gallistel & King, 
2009). This means that when the learner deals with the settability of P24 (Table 2), it 
cannot shorten its last three paths through rewriting P22 as settable/non-settable (i.e., 
it will not remember whether P22 was or was not settable in a language and replace 
the paths that determine its settability with this information), because it lacks the 
read/write memory of a Turing machine. Put differently, the four paths of P24 that 
are shown in Table 2 cannot be rewritten as two paths, 21+ and 22+, by means of 



 Language Development Research  
 
 

Volume 2, Issue 1, 31 December 2022 
 

113 

collapsing the different ways of reaching the settability of the latter. Additionally, 
such a move, apart from clashing with standard assumptions about properties of the 
brain, would raise empirical concerns. For example, Table 2 shows that French sets 
this parameter on two paths that depend on two different ways of reaching the setta-
bility of P22 (i.e., paths 2 and 4). Collapsing these two into one would simply not cap-
ture the facts for this language. 
 
Taking into account these two characteristics, the present work aims to determine the 
computability of the settability paths behind the parameters of the analyzed network, 
through calculating the probability of running into loops that impede halting. For the 
computation to be successful, the learner needs to check the satisfiability of all the 
settability paths behind a parameter and halt. For example, if a parameter involves 
only two settability paths, A and B, further computation is not necessary, because the 
parser keeps track of the current state and will proceed to the next path without run-
ning into a loop: after checking both paths in one of the two possible orders, AB or 
BA, the computation will halt successfully. We can thus say that a parameter that has 
two settability paths has two ways of computation (i.e., two ways or orders of parsing 
the set of two paths): AB and BA. However, as the number of paths grows, the number 
of ways a set of paths can be checked for satisfiability also grows: two paths have two 
possible ways of computation (AB or BA), three paths have six ways (ABC, ACB, BAC, 
BCA, CAB, CBA), etc. In order to determine to what degree the ways of computation 
grow in the parametric network under examination, the program we describe below 
was designed to automatically calculate the probability of successful computation for 
each dependent parameter of the network, by estimating the ratio of successful com-
putation to unsuccessful computation. The former refers to the number of ways the 
entire set of paths behind a parameter can be computed (i.e., checked for satisfiabil-
ity) without running into loops; the latter refers to the number of ways that it runs 
into a single loop. 
 

Method 
 
The Longobardi & Guardiano network (Figure 2) consists of 63 parameters in 23 con-
temporary and 5 ancient languages, mostly from the Indo-European family. It is one 
of the most detailed parametric networks in the literature, rendering it an ideal can-
didate for computing settability relations. The present analysis used the slightly 
amended version of the network that was presented in previous work on the comput-
ability of parametric relations (Boeckx & Leivada 2013), in which parameter 62 was 
eliminated due to errors in its formulation. This elimination reduces the total number 
of the discussed parameters from 63 to 62. From these 62 parameters, 21 are settable 
on more than two paths, and hence these are the parameters analyzed in the present 
work. 
 
In order to calculate the number of possible ways of successful computation (i.e., no 
loop), for n number of paths, 𝑛! = 𝑛 · (𝑛 − 1) · (𝑛 − 2) · … · 2 · 1. For example, if n = 3, 
in the first random selection of a path, there are three options to choose from. In the 
second selection, there are n−1 options, and in the third selection, there are n−2 
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options, since no repetitions are permitted in successful computation. Therefore, for 
𝑛	 = 	3, there are 3	 · 2	 · 1	 = 6 ways of computation that do not run into a loop.  
 
Calculating the ways of computation that feature a loop (i.e., one repetition of a pre-
viously checked path), in the first and the second random selection of a path, there 
cannot exist any repetition: in the first one, there is nothing to be repeated, and in the 
second one, the first selection will be remembered as the current path from which 
the learner is moving. From the third random selection of a path onwards, the total 
number of ways of unsuccessful computation is the sum of the different ways of un-
successful computation when we take a subset k of n. The formula to calculate this is 
the following: 
 

=n · (n − 1) · … · ?n − (k − 2)A · (k − 2)
"#$

"#%

 

 
For example, if a parameter has 5 settability paths (𝑛	 = 	5), for 𝑘	 = 	1 and 𝑘	 = 	2, 
there cannot be any repetitions. For 𝑘 = 3, where 3 is the third random selection of a 
path, the number of ways of computation without repetition is 𝑛 · (𝑛– 1) 	= 	5 ·
(5– 1) 	= 	20. In order to calculate the number of ways of computation that feature a 
repetition in this third selection, this number must be multiplied by the number of 
paths that can be repeated. This is 𝑘– 2 because the learner keeps track of the current 
state, so it cannot repeat the path it last checked. Therefore, for the third selection,  
(𝑘– 2) · 20 gives a total of 20. For 𝑘	 = 	4, the possible ways of computation without 
repetition are 𝑛 · (𝑛– 1) · (𝑛– 2) 	= 	5	 · 	4	 · 	3	 = 	60. This is multiplied by the number 
of paths that can be repeated, which is 𝑘– 2 = 2, thus for 𝑘	 = 	4, the number of ways 
of computation that have a repetition is 60	 · 	2	 = 	120. For 𝑘	 = 	5, the possible ways 
of computation without repetition are 𝑛 · (𝑛– 1) · (𝑛– 2) · (𝑛– 3) 	= 	120. This is multi-
plied by the number of paths that can be repeated, which is 𝑘– 2	 = 	3, so for 𝑘	 = 	5, 
the total number of ways of computation with repetition is 120	 · 	3	 = 	360. Overall, 
the total number of ways of unsuccessful computation for 𝑛	 = 	5 is 360	 + 	120	 +
	20	 = 	500.  
 
For 𝑛	 = 	5, the number of possible computations with and without loops is small, 
hence easy to calculate. However, many of the parameters in the analyzed network 
involve more than 10 paths. For this reason, a program was developed in Python in 
order to carry out the computation automatically (see Appendix for code). The pro-
gram asks the user to provide the number of paths that should be computed. Upon 
being given a number followed by ‘enter’, it performs the calculation and asks the 
user whether they wish to perform another calculation for a different number of 
paths. Pressing ‘1’ and then ‘enter’ restarts the process for another calculation, while 
pressing ‘2’ and ‘enter’ closes the program. The program can be used to perform these 
calculations for any parametric model. 
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Results 

The analysis produced two results: (i) the number of ways of successful and unsuc-
cessful computation and (ii) the probability of successful computation for each pa-
rameter. Computation here refers not to the process of parameter-setting, but rather 
to going through the settability paths behind each parameter by means of checking 
the satisfiability of the logical expressions behind the paths ((2)-(3)). As noted, Figure 
2 shows the Longobardi & Guardiano network. However, it provides no information 
as to how many paths the learner has to go through in order to determine settability 
and how many ways of computation (i.e., the process of “going through the set of 
paths”) exist. Figure 3 addresses this gap by showing the degree to which the numbers 
for successful and unsuccessful computation rise in relation to the number of paths. 
More specifically, the average number of paths for the analyzed parameters is 8. For 
𝑛	 = 	8, there are 40,320 ways of successful computation and 375,368 ways of unsuc-
cessful computation. This means that when a parameter has 8 settability paths, the 
memoryless parsing process has a total of 415,688 ways of going through them in or-
der to check their satisfiability. For 10 paths, the number rises to 3,628,800 ways of 
successful computation and 46,253,610 ways of unsuccessful computation, while for 
12 paths, the equivalent numbers are 6,227,020,800 and 1.11471e+11. 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 3. Number of ways of successful and unsuccessful computation across paths. 
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Focusing on the Longobardi & Guardiano network, Figure 4 shows the ways of suc-
cessful and unsuccessful computation for the parameters that have 3 or more setta-
bility paths. With the exception of the parameters that have just 3 paths, for all other 
parameters, the number of computations that run into a loop is considerably higher 
than the number of successful computations. 
 

Figure 4. Number of ways of successful and unsuccessful computation for the 21 pa-
rameters of the analyzed network. 
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The analyzed parameters involve a total of 169 settability paths. The probability of 
successful computation for each parameter independently is given in Figure 5.  
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 5. Probability of successful computation for the 21 parameters of the analyzed 
network with each parameter treated as independent. 
 
If a parameter has 3 or more settability paths, the probability of successful computa-
tion is equal or lower than 50%, respectively. However, the analyzed parameters are 
dependent parameters: their settability depends on having set other parameters to one 
value instead of another. As Figure 4 shows, in the Longobardi & Guardiano network, 
the first parameter that has 3 paths is P10. For 3 paths, the probability of successful 
computation on the first try is 50%. The second parameter that has 3 paths is P11. If 
this is taken as an independent event, the probability of successful computation is 
again 50%. However, if one wants to calculate the probability of a second successful 
computation under the assumption that the first parameter was computed success-
fully in one try, the conditional probability of successful computation in this second 
step is 25%. Table 3 shows that by the time the fifth parameter with 3 or more paths 
is encountered, the conditional probability of successful computation is 1.7%. 
 
Table 3. Conditional probability of successful computation in one attempt (Longo-
bardi & Guardiano network). 
 

Parameter Ways of computa-
tion without loop 

Ways of computa-
tion with one loop 

Conditional proba-
bility of successful 
computation  

P10 - 3 paths 6 6 50% 
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P11 - 3 paths 6 6 25% 
P22 - 3 paths 6 6 12.5% 
P23 - 3 paths 6 6 6.25% 
P24 - 4 paths 24 60 1.7856% 
P29 - 4 paths 24 60 0.5101% 
P40 - 3 paths 6 6 0.2550% 
P44 - 3 paths 6 6 0.1275% 
P45 - 6 paths 720 4230 0.01858% 
P46 - 6 paths 720 4230 0.00269% 
P47 - 6 paths 720 4230 0.00039% 
P48 - 6 paths 720 4230 0.000057% 
P49 - 7 paths 5040 38262 0.00000662% 
P50 - 3 paths 6 6 0.00000331% 
P55 - 3 paths 6 6 0.00000165% 
P56 - 15 paths 1.30767e+12 2.79027e+13 0.0000000740% 
P57 - 4 paths 24 60 0.0000000211% 
P58 - 16 paths 2.09228e+13 4.82395e+14 0.000000000878% 
P60 - 23 paths 2.5852e+22 9.0699e+23 0.0000000000243% 
P61 - 12 paths 479001600 7751595852 0.00000000000141% 
P62 - 36 paths 3.71993e+41 2.13604e+43 0.00000000000002% 

 
These findings raise concerns about computability, even if one assumes that 

the learner can somehow keep track of the fact that they have run into a loop, hence 
know that the computation should be re-run. This is highly pertinent in the context 
of a memoryless parsing process that knows only the current state. To explain the 
process from the learner’s perspective, if on the first random selection of a path, A is 
chosen out of a set of paths ABCD, when the repetition of A occurs in the fourth selec-
tion (i.e., ABCA), the computation runs into a loop. Of course, the program that sim-
ulates the process keeps track of this possibility and flags it as a loop, because it was 
designed to do so. Yet the learner, who is equipped with a memoryless parser that 
lacks this feature, has no way of remembering which option was selected in the 
first/nth random selection of a path. If the learner keeps track of the current state, 
ABCC can be recognized as a loop and be avoided, but ABCA cannot. In other words, 
the parser is oblivious to the fact that it runs into a loop more often than not.  

Even if we endow the parser with the ability to recognize a loop and rerun the 
computation, concerns about computability are not sidestepped. The reason boils 
down to how the numbers of successful and unsuccessful computations were calcu-
lated above. It is important to stress that the developed program treats the presence 
of a single loop as an instance of unsuccessful computation. This means that if a pa-
rameter is settable on 4 paths ABCD, the order ABCA is a possible outcome that the 
program counts as unsuccessful, but ABCAB or ABAB are not possible outcomes for 
the program. Put another way, the program is purposely designed to count the event 
of falling into one single loop as the only case of unsuccessful computation, but in 
reality, the number of computations that involve a loop are infinite.  



 Language Development Research  
 
 

Volume 2, Issue 1, 31 December 2022 
 

119 

Restricting the possible number of unsuccessful computations by limiting the 
number of the random selection of paths to the number of paths (i.e., if a parameter 
has 4 paths ABCD, the learner is allowed to perform only 4 events of random path 
selections, enabling ABAB as an unsuccessful outcome, but not ABABA, thereby lim-
iting the number of unsuccessful computations) does not alleviate concerns about 
computability. Under this limitation, a parameter with 36 settability paths has a total 
of 	𝑛 · (𝑛 − 1)$&' = 36 · 35%( = 3.97𝑒 + 55 ways of computation. Consider the compu-
tations that do not involve a repetition (Table 3; 3.71993𝑒 + 41). There are 3.96903𝑒 +
55 ways of unsuccessful computation, which translates to a 9.3 × 10&'%%	 probability 
of (the settability relations behind) this parameter being successfully computed in the 
first try. If a parameter has this probability of successful computation, the expected 
number of unsuccessful computations before a successful one occurs is:  

 

𝐸 =
1	 − 	𝑝
𝑝 = 	

1	 − 	0.0000000000009372397825
0.0000000000009372397825 = 1.06696𝑒 + 14 

 
In other words, it is expected that more than 106 trillion unsuccessful computations 
will occur before a successful computation takes place.  
 
To put the obtained results in comparison, we performed a second analysis using a 
different pool of data. Ceolin et al. (2021) present an expanded network that consists 
of 94 parameters from the nominal domain, covering 58 languages from 15 language 
families (Figure 6).  
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Figure 6. The Ceolin et al. network consists of 94 parameters from the nominal do-
main across 58 languages (Ceolin et al., 2021). The column ‘Implication(s)’ presents 
the settability path(s) on which each parameter is settable.1 
 

 
 
 
 
 
 
1 For the purposes of our analysis, part of the logical expression behind the last parameter (i.e., FVP) 
was changed from FAG to FGA, following personal communication with Cristina Guardiano.  
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This network involves 82 dependent parameters, the settability of which de-
pends on the setting of other parameters. Of these, 25 parameters are settable on 3 or 
more paths, and these are the ones we analyzed. Specifically, we converted the de-
pendencies given in the ‘Implication(s)’ column (Figure 6) into mathematical expres-
sions in the following way. If a dependency involves two parameters linked by ‘,’ (i.e., 
∧), both parameters must form part of every settability path behind this parameter, 
such that following Boolean logic this was expressed as a multiplication. If a depend-
ency involves two parameters linked by ‘OR’ (i.e., ∨), each of the two parameters cor-
responds to a different way of reaching settability, so this was expressed as an addi-
tion. Example (4) illustrates the mathematical expression of a hypothetical example 
that has a structure that is found in the analyzed network (i.e., parameter 20, label: 
NWD, Figure 6).  
 
(4) Parameter A = +B, +C or -D ⇔ 1 x (1+1) = 2 paths 
 
In (4), the assumption is that parameters B, C, and D involve one settability path each. 
When this is not the case, the number of paths behind each parameter must be en-
tered.  
 Table 4 presents the results of the mathematical expression of the relevant pa-
rameters in terms of settability paths as well as their probability of successful compu-
tation. For the latter, the Python program was used to perform the calculations.  
 
Table 4. Dependent parameters with 3 or more settability paths and their (condi-
tional) probability of successful computation (Ceolin et al. network). 
 

Parame-
ter 

Mathematical ex-
pression of the 
dependencies 

Ways of 
computa-
tion with-
out loop 

Ways of 
computa-
tion with 
one loop 

Prob. of suc-
cessful com-
putation 

Conditional prob. 
of successful com-
putation 

P45 - 4 
paths 

(1 + 1) x 1 x 1 x 2 24 60 28.5% 28.5% 

P46 - 4 
paths 

4 24 60 28.5% 8.16% 

P47 - 4 
paths 

1 x 1 x 2 x 1 x 2 24 60 28.5% 2.33% 

P61 - 5 
paths 

1 x (1 + 1 + 1 + 2) x 
1 

120 500 19.3% 0.45% 

P62 - 3 
paths 

1 x (1 + 1 + 1) 6 6 50% 0.22% 

P63 - 4 
paths 

1 x (1 + 3) 24 60 28.5% 0.064% 

P65 - 4 
paths 

1 x 4 x 1 24 60 28.5% 0.018% 
 

P66 - 4 
paths 

4 24 60 28.5% 0.0052% 
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P67 - 4 
paths 

4 24 60 28.5% 0.0015% 

P68 - 4 
paths 

4 24 60 28.5% 0.0004% 
 

P69 - 41 
paths 

(1 x 1) + 4 x (2 + 4 + 
4) 

3.34525e+49 2.2083E+51 1.4% 0.0000064% 

P70 - 4 
paths 

4 24 60 28.5% 0.0000018% 

P71 - 41 
paths 

1 x 41 3.34525e+49 2.2083e+51 1.4% 0.00000002% 

P75 - 16 
paths 

2 x 2 x 4 2.09228e+13 4.82395e+14 4.1% 0.0000000011% 

P76 - 16 
paths 

(1 + 1) x 2 x 4 2.09228e+13 4.82395e+14 4.1% 0.000000000047% 

P77 - 16 
paths 

16 2.09228e+13 4.82395e+14 4.1% 0.0000000000019% 

P78 - 16 
paths 

16 2.09228e+13 4.82395e+14 4.1% 0.00000000000008
% 

P79 - 3 
paths 

1 x (1 + 2) x 1 6 6 50% 0.00000000000004
% 

P80 - 8 
paths 

1 x 1 x 2 x 1 (3 + 1) 40320 375368 9.7% 0.000000000000003
2% 

P82 - 10 
paths 

2 x 1 x 3 x 1 + (4 x 
1) 

3628800 46253610 7.2% 0.000000000000000
287% 

P88 - 12 
paths 

1 x 1 x [(1 x 4) + (1 
x 4) + 4] 

479001600 7751595852 5.8% 0.000000000000000
0167% 

P90 - 13 
paths 

1 x 1 x (12 + (1 x 1)) 6227020800 1.11471e+11 5.2% 0.000000000000000
00088% 

P91 - 13 
paths 

1 x (12 + 1) 6227020800 1.11471e+11 5.2% 0.000000000000000
00004% 

P92 - 39 
paths 

(2 + 1) x (12 + 1) 2.03979e+46 1.27643e+48 1.5% 0.000000000000000
0000007% 

P93 - 26 
paths 

1 + 13 + (1 x 1 x 12 
x 1) 

4.03291e+26 1.62279e+28 2.4% 0.000000000000000
00000002% 

 
As Table 4 suggests, two parameters in the analyzed network have 41 settability paths 
each. Repeating the analysis presented above for the Longobardi & Guardiano net-
work (i.e., removing the one-loop restriction, but limiting the path-selection events to 
number of paths), a parameter with 41 settability paths has a total of  n · (n − 1))&' =
	4.95660𝑒 + 65	ways of computation. Subtracting the number of computations that do 
not involve a repetition (Table 4; 3.34525𝑒 + 49), there are 4.95659𝑒 + 65 ways of un-
successful computation, which translates to a 6.7 × 10&'(% probability of (the setta-
bility relations behind) this parameter being successfully computed in the first try. 
Thus, the expected number of unsuccessful computations before a successful one oc-
curs is: 
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𝐸 =
1	 − 	𝑝
𝑝 = 	

1	 − 	0.0000000000000067491
0.0000000000000067491 = 		14816817458844600 

 
Succinctly put, it is expected that more than 14 quadrillion unsuccessful computa-
tions will occur before a successful one takes place.  
 

Discussion 
 

We have presented a previously unanalyzed aspect of the P&P approach that seems 
to entail an unrealistically cumbersome computational burden. We stress here that 
our report does not in principle repudiate the basic notion of parameters as emergent 
points of variation that build on innate principles, but rather the more specific con-
jecture that the infant is presented with an extensive predefined list of such parame-
ters. 
 
Parameters were proposed as a cognitive primitive that help organize and constrain 
the hypothesis space of a child trying to acquire language in an efficient way (Pearl & 
Lidz, 2013). Although the notion of parametric variation is theoretically well-formed 
and useful as a concept, previous research on the computation of parametric models 
of language acquisition has revealed various computability issues. For instance, it was 
found that the child would need to set about 30 parameters per second, throughout 
childhood, to assimilate a parametric model, with obvious consequences about com-
putability (Levelt, 1974; Fitch & Friederici, 2012).  
 
Other work on grammar learning revealed the local maxima problem: a learner may 
posit incorrect hypotheses about the target grammar Gt, forming a grammar Gs from 
which she can never move out, similar to an absorbing state in the theory of Markov 
chains (Gibson & Wexler, 1994). Related to this, the learnability problem refers to the 
fact that even if a path from Gs to Gt exists and there are salient cues that guide the 
learner towards the target, there is a high probability that the learner does not take 
this path, resulting in non-learnability (Niyogi & Berwick, 1996).  
 
The problem of low probability of unambiguous input does not, strictly speaking, raise 
learnability concerns, but it does raise computability issues. According to this prob-
lem, given the scarcity of unambiguous input (i.e., there is no one-to-one correspond-
ence between the surface properties of the input and the correct parameter values 
that generate Gt), the learning algorithm must wait for a sentence that is fully unam-
biguous before forming any Gs, yet these sentences have a very low probability of oc-
curring (Sakas, 2000). Further, the notion of an unambiguous linguistic input also pre-
supposes a robust and complex metacognitive, inferential state for the infant.  
 
All these problems raise concerns that relate to forming hypotheses about a Gt in the 
process of parameter-setting, and not to determining settability. This means that they 
are problems that pertain not to the parametric model itself, but to the interaction 
between the input and the learner, and as such, they can be ameliorated under the 
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right conditions. For example, the local maxima problem can be solved if the learner 
can change more than one parameter setting when encountering input that is not pre-
dicted by Gs (Niyogi & Berwick, 1996). Similarly, the problem of low probability of un-
ambiguous input has been sidestepped by suggesting that some sentences in the input 
function as signatures or unambiguous triggers; that is, they are analyzable only if the 
learner has selected the correct value for a parameter (Fodor, 1998; Yang, 2002). Fo-
cusing on setting relations, the conclusion is that under certain assumptions, param-
eter-setting is computable (Sakas et al., 2017). However, this state of affairs does not 
take into account the computability of settability relations.  
 
Unlike problems of setting, problems of settability are intrinsic to the parametric 
model. To give a concrete example, the fact that one of the parameters analyzed in 
the previous section was found to have 3.96903𝑒 + 55 ways of unsuccessful computa-
tion, even when restricting the possible number of loops to not exceed the number of 
possible path-selection events, is not a problem that the learner can overcome by us-
ing some particular learning strategy instead of another. No matter the strategy, the 
fact will remain that before one finds a way of checking these 36 settability paths with-
out running into a loop, trillions of unsuccessful computations are expected to take 
place. Even under the unrealistic assumption that the child devotes only one second 
to each computation, execution would take 29,637,856,071 hours, or over 3 million 
years. This corresponds to the task of computing the settability relations behind a sin-
gle parameter. It seems highly implausible that this amount of computation is entered 
into the task carried out by the child when acquiring language. To put the number in 
perspective, the discovery of the Ledi jaw that was recently added to the fossil record 
of the genus Homo places the earliest occurrence of recognizable Homo to 2.8 mya 
(Villmoare et al., 2015).  
 
It may, of course, be possible for a deep learning approach to settability to reduce our 
large estimate of unsuccessful computations, in combination with external learning 
heuristics (of the kind we will discuss below). However, to our knowledge no such 
approach has been forthcoming in the literature, and in any event, it would likely 
necessitate a number of complex priors that may simply re-migrate settability diffi-
culties to postulated AI algorithms that may have no cognitively plausible, implemen-
tational correlate (Marcus & Davis, 2021). The burden of proof in this respect lies with 
deep learning (and related) approaches, and we therefore leave this possibility to fu-
ture research, in particular given that our approach here has been explicitly to model 
the computability of settability paths. 
 
The results presented in the previous section demonstrate various problems. First, 
the memoryless parser cannot keep track of all the loops. Even if we endow it with 
this ability, the number of unsuccessful computations that run into a loop is in the 
thousands, and this is the case for parameters that have just 6 settability paths. Re-
stricting the number of loops does not make the task feasible either. Importantly, the 
parameters that were analyzed represent only one domain of grammar: the nominal 
domain. One can imagine how much larger the task would be if more parameters are 
brought into the picture. In addition, setting these non-nominal parameters would 
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also rely on a number of complex, higher-order semantic and conceptual networks, 
whose developmental trajectory remains relatively elusive (Murphy, 2017). Second, 
the results suggest that a parametric approach to Universal Grammar is not feasible. 
Crucially, the results do not provide any kind of evidence against Universal Grammar 
itself, which remains a robust and necessary concept in some frameworks of lan-
guage acquisition. The identified problems arise when one suggests that the gram-
matical relations described as parameters exist in the form of interlocked primitives in 
Universal Grammar. This entails that the results are also not informative about the 
grammatical properties that are described in the analyzed network: The parameters 
in the Longobardi & Guardiano and Ceolin et al. networks are correct in the sense that 
they faithfully represent some differences in the grammars of various languages. 
Both networks, beyond descriptive and typological evidence, are strongly supported 
by their phylogenetically plausible conclusions. Our results are informative about the 
computability of a key characteristic of parametric models: settability. This charac-
teristic is the cornerstone of almost all parametric models of language acquisition, 
because it provides the answer to the logical problem of language acquisition. Param-
eters are meant to be understood as a built-in shortcut that aids acquisition (Pearl & 
Lidz, 2013), but this only happens when they are conceived as interlocked parameters, 
meaning that the setting of one parameter carries implications about the settability 
of others. If parameters were to be understood as millions of unrelated points of var-
iation, the variation space would not be organized in specific ways, hence would not 
be an aid in acquisition. 
 
These results challenge another long-standing assumption of parametric models: the 
instantaneous nature of acquisition. Chomsky introduced this metaphor with the aim 
of talking about an idealized version of development, one that abstracts away from 
specific stages, on the assumption that these stages are largely uniform and have no 
impact on the acquired grammar (Chomsky, 1975). Some research since then has pro-
posed that this idealization can be treated as a viable research avenue for the topic of 
language acquisition (Cinque, 1989; Rizzi, 2000). The problem arises when the ‘instan-
taneous acquisition’ metaphor presupposes a Universal Grammar that is rich enough 
to justify the concept of rapid setting of innate primitives. In other words, the ‘instan-
taneous acquisition’ narrative relies on the existence of a structurally rich Universal 
Grammar that involves detailed parametric networks like the one analyzed here. Even 
if acquisition was instantaneous in the sense that the value of a parameter would be 
determined automatically without any of the parsing reported in acquisition models, 
the settability relations behind the dependent parameters would still need to be com-
puted in a stepwise fashion. Unless a learner can perform some trillions of computa-
tions in an instant, acquisition cannot be viewed as an instantaneous process.  
 
It is also important to note that the obtained results are informative about any given 
parametric model that postulates interlocked parameters. One may think that the 
multiple paths to the settability of a parameter in the two analyzed networks are an 
artifact of these specific networks, such that the settability problem would vanish if 
another network was examined. There are two reasons to believe that the opposite is 
true. First, the grammatical relations behind the parameters in the two networks are 
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correct and their faithful representation of cross-linguistic differences has never 
been challenged. Second, the neat binary branching of Figure 1 is an artifact of 
presentation. More specifically, it is an artifact of choosing some ‘big’ macroparame-
ters and a few languages, oversimplifying and ignoring many intermediate points of 
variation. For example, some languages have both partial polysynthesis and null sub-
jects, which is a combination Figure 1 does not permit. This possibility cannot be cap-
tured without adding more parametric nodes in the hierarchy. Once these nodes are 
added, Figure 1 will resemble the two analyzed networks. Overall, the obtained re-
sults confirm Chomsky’s early disclaimer about instantaneous acquisition. In his 
words, the ‘instantaneous acquisition’ model “is surely false in detail, but can very 
well be accepted as a reasonable first approximation” (Chomsky 1967: 441-442). 
 
In relation to the computability concerns our analyses raise, a reviewer notes that the 
formalization of the cross-parametric implications currently adopted in the networks 
represented in Figures 2 and 6 is not assumed to reproduce or simulate any learning 
process, and it is not based on any consideration concerning the potential computa-
tional effort made by the learner in processing this type of information. Thus, the 
possibility cannot be excluded that a different formalization of the same implicational 
network might produce different outputs that could also affect the settability relations 
we used in our analyses. Although this is true, the parametric inventories we analyzed 
are firmly grounded on solid descriptive, typological, and phylogenetic evidence 
(Crisma et al. 2020, Ceolin et al. 2021). As such, determining their computability is 
important. Naturally, if in future work the implicational network is altered specifi-
cally in order to be made computable/learnable, the observed computability concerns 
will be circumvented. Based on current knowledge, however, the fact remains that 
two examples of our best parametric inventories raise specific computability con-
cerns at their present state of development. 
 
These concerns beg two important questions about the scope of our results. A re-
viewer asks what would go wrong if the learner ignores the implicational network and 
just tries to opportunistically set parameters whenever possible. Relatedly, is it possi-
ble that our results do not raise computability concerns for P&P in general, but for 
one particular instantiation of a P&P model that involves a predefined list of options 
in the initial state of development? The answer to the first question is that the impli-
cational network provides innate shortcuts that aid acquisition. Asking whether the 
learner could ignore it would be tantamount to asking whether we can ignore any 
other innate aspect of our biological make-up. More importantly, however, the 
learner has no reason to ignore it, because this implicational network is the glue that 
keeps together the parametric space. If we remove the glue, the learner is left to nav-
igate an extremely large variation space without any shortcuts. This also answers the 
second question. As mentioned already, our results do not speak about Universal 
Grammar or the principles of P&P, hence it would be wrong to conclude that we cast 
doubt on P&P as a whole. We examined a specific aspect of its parametric component. 
In this context, the answer to the second question is that if we remove the implica-
tional network from the picture, the computability issues we raised may be indeed 
sidestepped. However, this does not entail that we are left with a parametric model 
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that is free from computability concerns. In the absence of implicational relations, 
the learner faces the task of navigating an extremely large space of variation. It has 
been suggested that this large space of variation “brings to light a fatal weakness of 
the microparametric approach” (Huang & Roberts 2016: 321): Even as few as a hun-
dred independent parameters would raise serious concerns about the realization of 
only a very small fragment of the set of possible grammars during the entire human 
history (Huang & Roberts 2016). In a nutshell, removing the implicational network 
from the picture possibly alleviates the computability problems we raised, but makes 
the model vulnerable to other issues. Of course, it is entirely possible that parametric 
models that do not suffer from any type of computability issues are developed in the 
future. At present, the most promising candidates are those that refer to emergent 
parametric hierarchies (Huang & Roberts, 2016; Biberauer, 2019). Once these pro-
posals are developed in sufficient technical detail and mapped to cross-linguistic data, 
future studies that assess their computability will be possible. 
 
Having shown that the process of grammar development does not correspond to fix-
ing values of innate parameters, the question of how the child sets its target grammar 
becomes again relevant. Merging insights from different acquisition models (Yang, 
2002; Chistiansen et al. 2009; Boeckx & Leivada, 2014; Fasanella, 2014; Westergaard, 
2014; Yang et al., 2017; Chomsky, 2019), Figure 7 presents a sequence of seven pro-
cesses that explain how the child extrapolates rules of grammar from the input. The 
aim here is to provide a detailed, biologically plausible account for this task, while 
assuming as few Universal Grammar-/language-specific primitives as possible. Fig-
ure 7 lists the tasks that the efficient learner has to perform in order to arrive at a 
target grammar Gt.  
 
We will briefly describe the principles of computation that aid the learner in each of 
these tasks, as well as their neurobiological basis, effectively presenting the process 
of acquiring a Gt without resorting to postulating parameters. Importantly, we illus-
trate this model not to outline its specific algorithmic architecture, which deviates 
from the central critique and motivation we adopt here. Instead, we provide a general 
outline of an architecture that could feasibly be instantiated in a number of ways.  

 
One crucial factor that unlocks the process of developing a Gt is very early prosodic 
information which helps eliminate logically possible (though unsubstantiated on the 
basis of the input) learning tracks. Therefore, the first step in the process of cracking 
the grammar ‘code’ is input segmentation, whereby the learner breaks a continuous 
acoustic or visuo-motor signal into a sequence of discrete, meaningless symbols that 
make up larger meaningful chunks. In order to go from continuous, unsegmented 
input to discrete elements, the learner must treat the input as meaningful across lev-
els of linguistic analysis (Process 1 in Figure 7). 
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Figure 7. Processes and cognitive cues that are critical in developing a target gram-
mar from the input. 

 
 
One crucial factor that unlocks the process of developing a Gt is very early prosodic 
information which helps eliminate logically possible (though unsubstantiated on the 
basis of the input) learning tracks. Therefore, the first step in the process of cracking 
the grammar ‘code’ is input segmentation, whereby the learner breaks a continuous 
acoustic or visuo-motor signal into a sequence of discrete, meaningless symbols that 
make up larger meaningful chunks. In order to go from continuous, unsegmented 
input to discrete elements, the learner must treat the input as meaningful across lev-
els of linguistic analysis (Process 1 in Figure 7). More concretely, the computation 
progresses from forming statistical observations over phoneme distribution to deci-
phering word edges, segmenting morphemes, and then determining lexical catego-
ries (Christiansen et al., 2009). For spoken languages, the key to this process is the 
entrainment of the auditory cortex to different aspects of handling the acoustic signal, 
such as parsing at the syllabic level and integrating various cues while filtering back-
ground noise (Ding & Simon, 2014; Benítez-Burraco & Murphy, 2019; Murphy, 2015, 
2020). For sign languages, cortical entrainment to the sign envelope is strongest at 
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occipital and parietal regions (Brookshire et al., 2017). After such initial entrainment, 
endogenous neural activity appears to “take over” and generate inferences about ab-
stract structure, which we assume is the point at which grammatically relevant hy-
potheses can be made. This modality-independent stimulus-brain coherence under-
lies the extraction of probabilistic information from the input. Crucially, these pro-
cesses presuppose a capacity to generate specific lexical categories but also a capacity 
to represent particular syntactic features that enter into structure-building opera-
tions; representations that seem unlike any other symbolic units in the primate world. 
In carrying out this process, the learner is initially guided by the Unambiguous Data 
Constraint, which leads them to select and focus on the simplest and cleanest possible 
data, mainly unambiguous matrix clauses (i.e., Process 2 in Figure 7; Lightfoot, 1991, 
2020; Fodor, 1998; Pearl & Weinberg, 2007). This constraint can be viewed as the out-
come of two hallmark tendencies of neural organization: the tendency to chunk long 
sequences and the tendency to organize/compress input in simple ways (Fonollosa et 
al., 2015; Christiansen & Chater, 2016; Chater & Loewenstein, 2016; Al Roumi et al., 
2021). These tendencies are ubiquitous, but differentially manifested in accordance 
with the individual characteristics of spoken and signed phonology (e.g., single-seg-
ment words are rare in spoken languages, but common in sign languages, due to the 
different chunking strategies involved; Brentari, 1998; Emmorey, 2016). Having se-
lected the relevant input, the learner then analyzes it by hypothesizing rules, based 
on saliently accessible morphophonological cues (Process 3; Boeckx & Leivada, 2014; 
Fasanella, 2014). According to the Accessibility Condition, grammatical properties of 
the Gt  are determined by directly inspecting phonological and morphological prop-
erties of utterances (Fasanella, 2014). The speaker/signer analyzes an input chunk 
through hypothesizing a grammar Gi with a probability pi. Depending on whether Gi 
matches the input from Gt, Gi is punished or rewarded by decreasing and increasing 
pi accordingly (Yang, 2002). 
 
Progressively, the learner tackles more complex input, but does so by avoiding over-
generalizations (Process 4). The Subset Principle guides the learner to generalize as 
conservatively as possible (Yang et al., 2017). Concerns that have been raised about 
the computational complexity of the Subset Principle (see Yang, 2016) can be side-
stepped through the postulation of emergent (i.e., not innate) micro-cues. As minimal 
points of syntactic representation, micro-cues anchor the formed hypotheses in nar-
row domains of application, always on the basis of positive evidence (Westergaard, 
2014). This anchoring renders wholesale, computationally costly comparisons of Gi 
and Gt unnecessary; a notion in line with recent developments in derivational syntac-
tic theory (Chomsky, 2019; Murphy & Shim, 2020). Indeed, one of the implications of 
our results is that the initial hypothesizing on the part of the child of a large number 
of conflicting grammars is purely a stipulation from traditional psycholinguistic mod-
els, with no grounding in computability concerns. In a similar way that models of 
syntax no longer typically assume that multiple independent derivational represen-
tations of a specific tree are compared during sentence construction (as in early min-
imalist syntax), so too should language acquisition researchers push computational 
feasibility (and not competition between Gi and Gt) as a primary constraint on model-
ling. 
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Certain generalization tendencies do come into play (e.g., the Input Generalization, a 
computational bias that suggests that there is a preference for a property of a syntactic 
head to generalize to other heads, thus giving rise to harmonic patterns; Huang & 
Roberts, 2016), but they boil down to soft biases that do not translate into extensive 
overgeneralizations in child language. Their status as soft biases is also evidenced by 
the fact that they do not translate to absolute typological universals: Phylogenetic 
modelling has demonstrated that these generalizations are not uniform across lan-
guage families (Dunn et al., 2011). Research into recently emerged sign languages cor-
roborates this conclusion. There is some evidence for harmonic headedness patterns 
in the repertoire of first-generation signers of Al-Sayyid Bedouin Sign Language, but 
variation exists and the preference for one syntactic order over others becomes more 
stable progressively over different generations of signers (Sander et al., 2005).  
 
Once the learner has hypothesized rules, a cognitive principle that minimizes the do-
main of application of these rules comes into the picture (Process 5). Similar to how 
the Subset Principle constrains generalizing across different morphosyntactic envi-
ronments, the Cyclic Principle constrains the domain of application of the hypothe-
sized rules. According to this principle, when one domain to which a rule can apply 
is contained in another, the rule applies first to the smaller domain and then proceeds 
to the wider one (Chomsky, 2019). From a biological perspective, this stepwise cyclical 
application of rules in grammar is concordant with the overall cyclical nature of au-
ditory and visual perception, which has been linked to dynamic oscillatory activity in 
the brain (Ho et al., 2017). In addition, these notions seem amenable to ultimately be-
ing embedded within a framework of mature syntactic computation that calls upon 
demands of workspace construction; general resource restrictions on recursive, Mar-
kovian computations; limiting access to representational search; and related notions 
(Chomsky, 2019). 
 
A key component of many acquisition models concerns the process that enables the 
learner to decide the productivity of a hypothesized rule in light of possible excep-
tions. The learner must perform some calculation that compares a list of candidates 
over which a rule applies and a list of exceptions to the rule (Process 6). The Tolerance 
Principle provides a calculus of the exceptions a learner can tolerate before abandon-
ing a hypothesized rule as unproductive: Assume a rule R is productive over a set of 
items N only when the number of known exceptions e is smaller than the number of 
N divided by the natural log of N (Yang, 2002; Yang et al., 2017). The Tolerance Prin-
ciple can also be shown to resolve the acquisition of English dative constructions, a 
perennial problem in acquisition research (Yang, 2017). 
 
Last, the learner must be able to decide between different productive rules that may 
apply to the same item (Process 7). The Blocking Principle states that when two rules 
are available to realize a set of morphophonological values, the more specific one ap-
plies (Yang 2002). This ability to inactivate general rules in specific cases (e.g., not 
apply the regular rule for past tense formation in irregular verbs) provides the list of 
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exceptions that are necessary in the learner’s effort to calculate the productivity of a 
hypothesized rule. 
 
Overall, the list of processes in Figure 7 consists of some landmark cognitive princi-
ples that are operative in the process of language growth in the individual. Crucially, 
it shifts the focus of research to principles of computation, rather than triggered rep-
resentational primitives. In addition, we have tried to emphasize the limitations on 
assuming models of idealized observers that choose either optimal or near-optimal 
hypotheses from an enormous list of explicitly entertained candidate settings. The 
model does not cover all aspects of acquisition; instead, it has an explicit focus on 
grammar, leaving other domains (e.g., the lexicon, pragmatics) unaddressed. Its 
scope is narrowed since our aim has explicitly been to account specifically for the 
process of cracking the grammar code without assuming innate parameters, in light 
of the computability problems presented above. Importantly, the program that per-
formed the computations presented does not ‘read’ the linguistic properties behind 
the analyzed parameters; it only computes the various permutations between the set-
tability paths behind them. As such, both the program that was used in the analysis 
of settability relations and the synthesis of cognitive principles that come into play in 
language acquisition can be embedded in wider contexts (e.g., by using the program 
to compute settability relations in other parametric models or by expanding the 
model in Figure 7 to include principles that are relevant in the process of lexical learn-
ing), eventually piecing together a more complete and biologically plausible account 
of the language acquisition process. At a minimum, our framework provides a (puta-
tively) computationally tractable, and (seemingly) psychologically plausible scaffold 
around which implementational models can be built. We consider the account briefly 
outlined here to be ripe for future modelling research, in particular with respect to 
how the notion of computational tractability might map onto the development of gen-
eral learning biases and computational principles of efficiency. Future research could 
expand on the list of parameters we have used and make more direct contact with 
models of cognitive and neural development (Crisma et al., 2020; Ceolin et al., 2020; 
2021). 
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Appendixes 
 
import math 
 
def computablePaths(paths): 
 
    return math.factorial(paths) 
 
def notComputablePaths(paths): 
     
    if paths in [0, 1, 2]: 
     
        return 0 
     
    else: 
     
        notCompPath = 0 
     
        for l in range(2, paths + 1): 
     
            temp = 1 
     
            for t in range(0, l - 1): 
     
                temp = temp * (paths - t) 
     
            notCompPath = notCompPath + temp * (l - 2) 
     
        return notCompPath 
 
 
def calculateProbability(compPaths,notCompPaths, paths): 
     
    totalPaths = compPaths + notCompPaths 
     
    probability = float(compPaths / totalPaths) 
     
    print(f"The probability of a successful computation is {probability * 100}%"); 
     
 
def main(): 
     
    finish = 1 
     
    while(finish != 2): 
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        print("-" * 50); 
     
        print("-" * 50 + "\n"); 
     
        paths = int(input("Number of paths: ")) 
 
        compPaths = computablePaths(paths) 
 
        notCompPaths = notComputablePaths(paths) 
 
        print(f"For {paths} paths, there are:\nWays of successful computation: {comp-
Paths}\nWays of unsuccessful computation: {notCompPaths}  \n") 
 
        calculateProbability(compPaths, notCompPaths, paths); 
 
        finish = int(input("\nDo you want to calculate another probability? \n1.Yes  
2.No\n\n")) 
 
        print("\n"); 
         
 
if __name__ == "__main__": 
 
    main() 
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Abstract:	When	in	conversation,	a	child	may	respond	to	an	adult’s	turn	in	different	ways:	by	saying	some-
thing	that	acknowledges	what	was	previously	said,	saying	something	that	furthers	the	topic	of	the	conver-
sation,	saying	something	off	topic,	or	by	not	saying	anything	at	all.	Different	types	of	responses	like	these	
have	been	investigated	with	typically	developing	preschoolers	and	older	children	with	autism	but	we	still	
understand	relatively	little	about	what	predicts	their	use.	With	a	longitudinal	sample	of	40	Swedish-speak-
ing	 five-year-olds,	we	carried	out	 three	studies	 investigating	which	 factors,	 internal	and	external	 to	 the	
child,	were	the	best	predictors	of	the	above	four	different	aspects	of	children’s	conversational	behaviour.	In	
Study	1,	we	investigated	the	predictive	value	of	broadly	concurrent	linguistic	and	cognitive	measures	and	
found	that	receptive	vocabulary	was	related	to	appropriate	conversation	responses.	In	Study	2,	we	investi-
gated	the	predictive	value	of	environmental	factors	and	found	that	later	preschool	entry	was	positively	re-
lated	to	contingent	responses	in	this	relatively	socially	advantaged	sample.	Finally,	in	Study	3,	we	investi-
gated	the	predictive	value	of	social	and	cognitive	factors	measured	in	early	development		and	found	no	re-
liable	relations.	Together,	these	exploratory	studies	suggest	that	different	aspects	of	children’s	conversa-
tional	skills	may	depend	on	strong	lexical	comprehension	and	may	be	facilitated	by	the	caregiving	environ-
ment.		
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General	Introduction	
	
During	 first	 language	acquisition,	 several	 fundamental	elements	must	 fall	 into	place:	a	
grammar,	a	lexicon,	and	control	over	a	modality	that	can	carry	a	linguistic	signal.	A	lan-
guage-acquiring	child	must	also	acquire	the	ability	 to	use	these	 fundamentals	 in	social	
interaction.	The	ability	to	successfully	use	language	for	the	purpose	of	social	interaction	
and	 also	 take	 context	 into	 account	when	 interpreting	 language	 is	 termed	 pragmatics.	
Pragmatic	ability	 is	closely	 linked	to	peer	 likability	ratings	(e.g.	Place	&	Becker,	1991),	
child	mental	health	(e.g.	Helland,	Lundervold,	Heimann	&	Posserud,	2014)	and	poor	prag-
matic	ability	is	associated	with	poor	behavioural	outcomes	(e.g.	Mackie	and	Law,	2010).	
Broad	measures	of	child	pragmatic	ability	are	most	frequently	obtained	via	parental	and	
teacher	 completed	 questionnaires	 (e.g.	 LUI,	 CCC2).	 Such	 questionnaires	 include	 items	
measuring	child	conversational	ability,	which	is	arguably	the	most	frequent	expression	of	
pragmatic	ability	 in	daily	 life	and	for	this	reason	child	conversational	ability	 is	the	key	
focus	of	the	current	paper.		

Conversational	abilities	include	engaging	in	turn-taking,	offering	relevant	contri-
butions	 to	 the	conversation,	 and	signalling	 interest	 in	 the	contributions	of	others.	The	
ability	to	maintain	a	back-and-forth	conversation	in	this	manner	is	essential	for	making	
and	maintaining	friendships	(e.g.	Hazen	&	Black,	1989)	as	well	as	collaborating	on	prob-
lem-solving	activities	both	in	school	and	in	the	workplace.	For	this	reason	it	is	important	
to	understand	which	cognitive	and	socio-cognitive	abilities,	and	which	environmental	fac-
tors,	relate	to	individual	differences	in	child	conversational	ability.	

While	norms	differ	across	cultures,	there	are	types	of	behaviour	that	are	essential	
in	conversational	conduct,	the	most	crucial	component	being	the	ability	to	provide	a	con-
versation	response	which	is	not	‘tangential’	in	topic.	A	second	important	component	is	the	
ability	to	add	new	but	relevant	information	so	that	the	conversation	can	move	forward.	
We	 follow	Bloom,	Rocissano,	and	Hood	(1976:	528)	 in	referring	 to	 the	combination	of	
these	 key	 conversational	 components	 as	 ‘conversational	 contingency’;		 they	 state	 that	
contingent	speech	is	defined	as	utterances	that	share	the	topic	of	the	preceding	utterance	
and	add	information	to	it	(1976:	528).	When	a	conversation	partner	provides	a	‘non-con-
tingent’	response,	as	in	the	example	below	from	the	current	dataset,	this	can	derail	a	con-
versation.	
	

Experimenter:	 You	will	eat	a	lot	of	ice	cream!	You	mustn’t	forget	your	toothbrush.	
Participant:	 I	saw	a	horse	on	our	way	here.	

	
The	definition	of	conversational	contingency	was	adopted	by	later	papers	directly	exam-
ining	 naturalistic	 conversations	 between	 children	 and	 adult	 conversation	 partners	
(Tager-Flusberg	&	Anderson,	 1991;	Hale	&	Tager-Flusberg,	 2005a;	 Capps	 et	 al.,	 1998;	
Nadig,	Lee,	Singh,	Bosshart	&	Ozonoff,	2010;	Abbot-Smith,	Matthews,	Bannard,	Nice,	Mal-
kin,	Williams	&	Hobson,	in	prep)	as	well	as	by	a	study	of	semi-structured	verbal	interac-
tion	between	typically-developing	four-	and	five-year-olds	and	adults	(Blain-Briere	et	al.,	
2014)	 and	 various	 studies	 of	 conversations	 between	peers	 (e.g.	Hazen	&	Black,	 1989;	
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Kemple,	Speranza	&	Hazen,	1992).	Certain	other	studies	have	not	utilised	the	term	‘con-
tingency’	per	se,	but	have	examined	the	closely	related	phenomenon	of		‘connected’	con-
versational	responses	-	i.e.	where	the	child’s	statement	is	logically	related	to	the	preceding	
statement	 and	 the	 back-and-forth	 conversation	 continues	 for	 a	 number	 of	 turns	 (e.g.	
Slomkowski	&	Dunn,	1996).		

Past	studies	have	put	emphasis	on	different	aspects	of	conversational	behaviour,	
sometimes	focussing	on	specific	types	of	‘error’	including	going	off	topic	(Hale	&	Tager-
Flusberg,	2005b)	or	not	responding	at	all	(Capps,	et	al.,	1998).	Though	both	of	these	be-
haviours,	going	off-topic	and	not	responding	at	all,	can	be	considered	less	desirable	con-
ducts	 of	 a	 conversational	 partner,	 they	 do	 differ	 from	 each	 other.	 Non-contingent	 re-
sponses	are	potential	contributions	for	someone	else	to	follow	up	on,	while	a	person	that	
is	not	responding	at	all	is	basically	opting	out	of	the	cooperative	principle	(Grice,	1975)	
all	together.	Also,	these	responses	may	be	driven	by	very	different	cognitive	factors.	For	
example,	not	responding	might	logically	be	related	to	core	language	and	the	ability	to	for-
mulate	a	response,	in	that	a	child	must	not	only	follow	the	conversational	topic	and	realise	
what	would	be	an	appropriate	contribution	 to	 the	activity,	but	also	have	 the	means	of	
producing	a	contribution	and	doing	so	in	a	timely	fashion.	It	is	possible	that	a	child	grasps	
the	 first	 two	mentioned	steps,	but	 is	having	difficulties	moving	 forward	 from	there.	 In	
contrast,	in	order	to	produce	a	non-contingent	response	a	child	needs	to	have	access	to	at	
least	a	certain	level	of	vocabulary	and	morpho-syntax.	

The	aim	of	 the	current	paper	was	 to	simultaneously	 look	at	 these	 four	related,	but	
conceptually	separated,	conversational	behaviours	in	children’s	responses	to	their	inter-
locutor:	
	
I. to	add	information	and	further	the	topic	
II. to	acknowledge	what	was	previously	said	(whether	it	furthers	the	topic	or	not)	
III. to	respond	without	acknowledging	the	previous	turn	
IV. to	not	respond	at	all	
	
We	 know	 that	 children	will	 become	 increasingly	 sophisticated	 in	 their	 conversational	
strategies	during	the	transition	from	preschool	to	school	(Wanska		&	Bedrosian,	1985),	
but	a	pressing	question	remains	unanswered:	which	factors	allow	children	to	develop	the	
use	of	which	conversational	behaviours?	By	investigating	I	and	II	separately,	we	can	see	
to	what	degree	different	correlates	agree	with	the	ability	to	specifically	add	new	infor-
mation	to	a	conversation,	and	to	what	degree	these	correlates	agree	with	the	ability	to	
acknowledge	one's	interlocutor	in	general. 

Previous	studies	on	conversational	development	have	examined	the	role	of		formal	
language	(e.g.	vocabulary	and/or	grammar)	and	social	cognition	in	typical	and	atypical	
development	 (Abbot-Smith,	 Matthews,	 Bannard,	 Nice,	 Malkin,	 Williams	 &	 Hobson,	 in	
prep;	Abbot-Smith,	Matthews,	Malkin	&	Nice,	2021;	Capps,	Kehres,	&	Sigman,	1998;	Hale	
&	Tager-Flusberg,	2005;	Bishop	&	Adams,	1989).	Thus,	Slomkowski	&	Dunn	(1996)	found	
that	average	length	of	preschool	children’s	connected	conversational	turns	in	peer	inter-
action,	 as	 well	 as	 the	 average	 length	 of	 play	 episodes	 and	 pretend	 episodes,	 were	
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positively	related	to	performance	on	tasks	of	perspective-taking	and	false-belief	(see	also	
Bernard	&	Deleau,	2007:453,	who	did	not	examine	observed	conversation,	but	conversa-
tional	 perspective-taking).	 Likewise,	 Blain-Brière,	 Bouchard,	 &	 Bigras	 (2014)	 investi-
gated	the	role	of	executive	functions	(self-control,	inhibition,	flexibility,	working	memory	
and	planning)	and	observed	that	higher	inhibition	skills	were	correlated	with	a	decrease	
in	talkativeness	and	assertiveness,	and	that	children	with	a	high	working	memory	capac-
ity	were	more	likely	to	formulate	contingent	answers	(for	further	review	of	research	on	
the	relationship	between	pragmatic	development	and	individual	differences	in	language,	
social	cognition	and	executive	function,	see	Matthews,	Biney,	and	Abbot-Smith,	2018).	

Most	studies,	in	contrast	to	those	just	mentioned,	that	address	the	connection	be-
tween	 pragmatic	 development	 and	 other	 developmental	 factors,	 rarely	 assess	 direct	
measures	of	conversation.		Another	noteworthy	exception	is	Hoff-Ginsberg	(1998),	who	
included	both	child	internal	(core	language	skill)	and	external	factors	(birth	order,	SES)	
when	examining	the	development	of	conversation	skill	in	younger	children,	aged	1;6–2;6.	
She	 found	 that		 first	borns	 exhibited	more	advanced	 lexical	 and	grammatical	develop-
ment,	while	later	borns	were	more	advanced	in	some	types	of	(routine)	conversational	
response.	These	results	could	indicate	a	division	between	conversational	skill	and	core	
language	development,	or	at	least	that	they	are	not	entirely	dependent	on	each	other.	The	
children	participating	 in	 this	study	were	very	young	and	studies	on	older	children	are	
needed	to	further	examine	these	relationships	with	different	types	of	conversational	be-
haviour.	

Other	studies	have	explored	the	relation	between	the	caregiving	environment	and	
the	development	of	conversation	 in	both	typical	and	atypical	development	(e.g.,	Conti-
Ramsden,	Hutcheson,	&	Grove,	1995).	Tomasello,	Conti-Ramsden,	&	Ewert	(1990)	have	
suggested	that	the	secondary	caregiver	(in	their	study,	often	the	father)	might	prepare	
the	child	for	communication	with	less	familiar	adults.	A	study	of	French	toddlers	similarly	
suggested	a	benefit	of	out-of-home	daycare		for	some	conversational	behaviours	(Marcos	
et	al.,	2004	).	Any	relationship	with	the	caregiving	environment	could	of	course	be	bidi-
rectional.	Indeed,	in	a	study	on	three	young	children	(1;9–2;6),	Hoff-Ginsberg	(1987)	sug-
gested	that	the	conversation	skill	of	the	young	child	in	turn	affects	the	language	learning	
environment.	

Overall,	while	many	studies	suggest	that	different	types	of	conversational	behav-
iour	are	related	to	children’s	social	and	cognitive	abilities	as	well	as	their	caregiving	envi-
ronment,	research	in	this	area	is	still	in	its	early	stages.	Thus,	we	conducted	three	studies,	
using	data	from	one	longitudinal	data	set,	to	explore	the	relationship	between	both	child-
internal	and	child-external	factors	and	direct	measures	of	four	conversational	behaviours.	
We	examined	two	‘positive’	behaviours:	contingent	responses	(where	the	child	adds	to	
the	conversation	by	contributing	to	the	topic)	and	a	broader	category	of	appropriate	re-
sponse	(where	the	child	acknowledges	the	prior	turn,	but	not	necessarily	with	new	infor-
mation).	We	also	looked	at	two	types	of	‘error’	that	have	received	attention	in	the	clinical	
literature:	responding	off-topic	and	not	responding	at	all.	

All	studies	were	based	on	a	preexisting	Swedish	longitudinal	data	set,	the	MINT	
project,	with	a	conversational	outcome	measure	at	 the	age	of	5;0	created	by	analysing	
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semi-naturalistic	conversation.	The	measures	of	conversational	behaviour	were	added	to	
that	dataset	specifically	for	the	current	studies.	The	choice	of	predictor	variables	and	sam-
ple	size	was	constrained	by	 the	available	dataset.	While	 the	studies	are	exploratory	 in	
nature,	we	nonetheless	pre-registered	all	studies	(osf.io/ah23m)	and	made	hypotheses	
where	theoretically	appropriate.	

We	will	present	three	pre-registered	studies,	each	exploring	how	a	set	of	predictor	
measures	relate	to	each	of	the	four	types	of	conversational	behaviour	of	interest.	All	ana-
lysed	data	stems	from	the	same	aforementioned	data	set.	Study	1	was	concerned	with	
broadly	concurrent	measures	of	the	child’s	ability	to	act	in	the	world	(measures	of	core	
language,	conduct	problems,	curiosity).	Study	2	was	concerned	with	environmental	fac-
tors:	SES,	birth	order	and	daycare.	Finally,	Study	3	investigated	whether	developmentally	
earlier	core	 language,	social	cognition	and/or	memory	 longitudinally	predicted	each	of	
the	four	types	of		conversational	behaviour.	
	
	

General	Method	
	
Preregistration	
	
The	variables,	hypotheses,	and	planned	analyses	for	all	three	studies	were	pre-registered	
on	Open	Science	Framework	(https://osf.io/ah23m)	after	data	collection,	but	prior	to	any	
analysis.	Analysis	scripts	can	also	be	found	on	OSF.	
	
Participants	
	
The	sample	consists	of	40	Swedish	speaking	children	(19	girls).	Each	child	was	at	the	age	
of	5;0	at	the	time	of	the	recording	of	the	conversational	data	(observed	within	two	week	
from	their	birthday).	All	participating	children	were	part	of	the	longitudinal	study	MINT	
(MAW2011.007).	Higher	education	was	overrepresented	among	the	parents	of	partici-
pating	children,	with	78%	percent	having	studied	at	University	level.	Observations	were	
made	within	two	weeks	of	the	child	turning	any	specific	reported	age.	A	child	from	the	
MINT	study	was	included	in	the	current	study	if:	1)	there	were	available	longitudinal	ob-
servations	of	the	child,	2)	the	child’s	first	 language	was	Swedish,	and	3)	there	were	no	
reports	of	atypical	development.	In	the	conversational	data,	the	children	contributed	with	
a	total	of	3612	conversational	turns.	
	
Testing	procedure	
	
All	children	were	participants	in	the	aforementioned	longitudinal	study	MINT.	Therefore	
numerous	developmental	test	results	(presented	in	detail	below,	as	well	as	in	Tables	2,	4,	
and	6)	and	longitudinal	data	were	available	for	each	participating	child.	For	the	current	
study,	semi-structured	conversations	between	the	5-year-olds	and	a	researcher	(the	first	
author)	were	recorded	with	three	stationary	cameras	and	one	in-action	camera,	worn	by	
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the	researcher.		The	children	had	met	and	interacted	with	the	researcher	on	several	pre-
vious	occasions.	For	each	child,	we	selected	10	minutes	of	conversation	from	the	conver-
sation	partner’s	initial	statement.	All	conversations	were	recorded	in	the	same	interaction	
laboratory	at	Stockholm	University	(PICTURE	1).	
	

 
	
The	child	entered	the	interaction	laboratory	and	was	asked	to	sit	down	on	a	chair	at	a	
table.	The	researcher	sat	down	on	the	opposite	side	of	the	table	facing	the	child.	The	re-
searcher	then	said	the	first	out	of	11	predetermined	utterances.	The	reason	for	using	pre-
determined	utterances	was	to	control	the	theme	of	the	conversation	and	to	make	sure	
that	each	child	would	be	given	similar	input	from	the	researcher.	Free	interaction	took	
place	between	the	predetermined	utterances.	
	
Predetermined	utterances	
	
Below	is	a	list	of	the	11	predetermined	utterances	that	each	participating	child	was	ex-
posed	 to	 during	 their	 recording	 session,	 translated	 into	 English	 from	 Swedish:	
	

1. ”[NAME],	how	old	are	you?”	
2. ”You	know,	Mo,	Na,	and	Li,	they	live	here	in	our	lab,	but	tomorrow	they	will	no	longer	be	here”.	
3. ”Where	do	you	think	they	are	gonna	go?”.	
4. ”They	are	going	on	vacation!	Can	you	guess	where	they	are	going?”.	
5. ”They	will	sleep	in	different	places.	Mo	will	sleep	in	a	tree,	Na	will	sleep	on	a	roof,	Li	will	sleep	in	a	

house”.	
6. ”Mo	will	be	gone	for	four	days,	Li	will	be	gone	for	a	few	days,	Na	will	be	gone	for	a	week,	that’s	seven	

days.	Who	do	you	think	will	come	home	first?”.	
7. ”They	packed	their	bags	this	morning.	Do	you	have	a	bag?”.	
8. ”Do	you	know	what	happened	when	they	were	packing?	They	had	a	quarrel”.	
9. ”Na	thought	that	Mo	had	the	plane	tickets,	but	Mo	hadn’t	seen	the	tickets”.	
10. ”Na	and	Mo	were	really	upset.	They	didn’t	know	that	Li	had	taken	the	tickets”.	
11. ”Thank	you	[NAME],	for	talking	to	me	about	our	friends!”.	

	
Coding	contingency	and	appropriate	conversational	behaviour	
	
The	conversational	data	was	coded	by	the	first	author	in	accordance	with	a	coding	scheme	
for	conversational	contingency,	developed	by	Abbot-Smith,	Matthews,	Malkin	and	Nice	
(2021),	for	which	the	coding	manual	is	available	on	OSF	(osf.io/q7wa4).	Every	turn	that	
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the	child	took	in	response	to	the	researcher	during	the	conversation,	both	following	the	
predetermined	utterances	and	under	the	free	interaction,	was	categorised	into	four	basic	
categories:	
	

contingent,	
defined	 as	 an	 appropriate,	 informative	 and	 on-topic	 response	 to	 the	 experimenter’s	 state-
ments	and	questions,	
	
non-contingent,	
defined	as	a	utterances	that	do	not	maintain	the	topic	of	the	experimenter’s	statements	and	
questions,	
	
minimal	response,	
defined	as	utterances	with	little	semantic	weight,	such	as	“Yeah”	or	“Wow”.	One-word	utter-
ances	are	normally	coded	as	minimal,	also	imitative	responses	repeating	what	was	just	said,	
	
other,	
defined	as	responses	on	the	part	of	the	child	or	the	experimenter	that	do	not	fit	into	any	of	the	
other	 categories,	 including	 laughter,	 inaudible	 responses,	not-easily	 categorised	 responses,	
topic	shifts	following	minimal	responses	from	the	researcher,	

	
In	addition	to	the	categories	listed	above,	Missing	turns	were	also	coded.	A	missing	turn	
was	coded	when	(i)	>2	seconds	had	passed	after	the	experimenter’s	turn,	(ii)	the	child	
was	not	offering	any	vocal	or	gestural	 response,	and	(iii)	 the	experimenter	once	again	
took	a	turn.	

The	categorical	definitions	above	share	similarities	to	previous	coding	schemes	of	
children’s	adjacent	and	contingent	responses.	In	the	original	definition	from	Bloom	et	al.,	
(1976)		a	contingent	response	was	defined	as	being	“a	response	which,	first,	shared	the	
same	topic	as	the	preceding	utterance	and,	second,	added	information	to	the	preceding	
utterance”.	In	contrast,	Blain-Brière,	et	al.,	(2014)	did	not	include	requirements	for	the	
response	to	be	informative	to	be	categorised	as	contingent,	but	that	the	utterance	should	
be	an	“adequately	respond	to	a	request	by	the	interlocutor”.		In	the	current	paper,	we	fol-
lowed	Abbot-Smith	et	al.’s	coding	procedure	in	emphasising	the	second	part	of	the	defini-
tion,	which	meant	that	single	word	utterances	and	other	utterances	that	did	not	add	in-
formation	(e.g.	did	you?)	were	excluded	from	the	category	of	contingent	utterances.	The	
original	papers	that	used	this	concept	(Bloom	et	al.,	1976;	Tager-Flusberg	&	Anderson,	
1991)	outlined	distinct	sub-types	of	contingent	responses,	which	both	elucidates	distinct	
ways	in	which	they	may	be	considered	relevant	to	the	preceding	response	and	also	ex-
plains	how	a	response	may	be	relevant	but	may	nonetheless	simultaneously	 ‘move	the	
conversation	on’.	One	subtype	was	termed	‘expansion’	by	Bloom	et	al.	and	involved	add-
ing	information	and	content.	The	second	subtype	was	termed	‘alternation’	and	involves	
adding	 information	 which	 opposed	 the	 truth	 value	 of	 the	 preceding	 utterance	 (e.g.	
Mother:	this	is	a	man?,	Child:	no,	it’s	a	lady).	The	third	subtype	was	termed	‘expatiation’	
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and	is	the	type	of	utterance	which	both	adds	information	to	the	topic	and	simultaneously	
introduces	a	new	related	topic	(e.g.	Mother:	oh	I'm	glad	a	black	dog	came	along	and	saved	
the	bunny,	Child:	no,	hunter	shoot	him).	In	the	current	study	all	of	the	subtypes	would	be	
categorised	as	contingent	responses.			

Aside	 from	considering	potentially	 ‘optimal’	contingent	responses	we	were	also	
interested	to	explore	any	kind	of	basically	appropriate	response.	We	considered	appro-
priate	any	contingent	response	along	with	any			 ‘minimal	responses’	(e.g.	one-word	re-
sponses,	phrases	such	as	‘Did	you?’).	This	behavioural	category	thus	covers		all	instances	
where	the	child	acknowledged	their	conversational	partner’s	turn	-	where	the	child	sig-
nalled	that	they	were	listening	and	that	they	are	part	of	the	conversation.		
In	contrast	to	responding	in	an	appropriate	manner,	some	children	quite	frequently	go	off	
topic.	This	has	been	the	subject	of	some	considerable	research	in	the	literature	on	autism	
and	we	wanted	to	explore	this	behaviour	in	the	current	study	also.	Finally,	some	children	
simply	do	not	respond	at	all	on	occasion	and	we	considered	predictors	of	this	inability	to	
generate	a	response.		

Thus,		the	purpose	of	analysis,	each	turn	was	coded	with	respect	to	the	following	
four	binary	outcome	variables	 that	 capture	conversational	 (in)appropriateness	 in	 four	
different	ways:		
	

Contingent	turns:	was	the	utterance	contingent	on	the	prior	turn?	
Appropriate	turns:	was	the	utterance	a	contingent	or	minimal	response,	i.e.		
acknowledged	the	experimenter’s	previous	turn?	
Non-Contingent	turns:	was	the	utterance	non-contingent	(going	off-topic	topic)?	
Missing	turns:	was	the	prior	utterance	followed	by	no	response	at	all?	

	
The	question	of	which	factors	would	predict	each	of	these	categories	of	conversational	
behaviour	are	of	course	to	some	extent	related.	We	chose	to	investigate	each	of	them		in	
their	 own	 right,	 since	 they	 allow	us	 to	 conceptualise	 conversation	 in	 slightly	different	
ways,	and	we	can	obtain	potentially	valuable	information	from	each,	especially	since	there	
exists	no	one	universally	agreed-upon	measure	of	what	makes	for	 ‘good’	conversation.	
Thus,	 piecing	 the	 results	 from	 these	 four	 analyses	 together	helps	us	obtain	 an	 idea	of	
which	 cognitive	 factors	are	 for	which	kinds	of	 conversational	behaviour.	For	example,	
working	memory	difficulties	might	 be	particularly	 likely	 to	 lead	 to	non-contingent	 re-
sponses	 (because	 children	 simply	 forget	 the	 topic)	 whereas	 psycho-social	 difficulties	
might	more	likely	to	predict	null	responses	and	formal	language	ability	might	be	more	
likely	 to	 predict	 contingent	 turns	 (since	 the	 child	 would	 be	 able	 to	 fluently	 generate	
them).		

It	is	worth	noting	that	minimal	responses	made	up	a	large	part	of	what	the	children	
produced	during	 the	 conversations.	 These	 turns	were	 often	 appropriate,	 especially	 as	
feedback	signals.	A	contingent	turn	marks	that	a	child	is	cooperative	and	is	contributing	
something	to	the	conversation,	but	a	minimal	turn	also	often	marks	cooperativeness.	In	
the	examples	below,	translated	from	Swedish,	1b,	2b,	and	3b	are	all	categorised	as	mini-
mal	responses.	
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(1a) Experimenter: That	would	be	so	crazy!	
(1b) Participant:  I	know!	

	
(2a) Experimenter: Na	will	live	on	a	roof…	
(2b) Participant:  A	roof?	
(2c) Experimenter: ...and	Mo	will	live	in	a	house	

	
(3a) Experimenter: They	will	not	be	here	tomorrow	
(3b) Participant:  Hm,	ok	
(3c) Experimenter: Where	do	you	think	they’re	going?	

	
In	1b,	the	participant	is	smiling	and	nodding	their	head	while	making	the	utterance.	In	2b,	
the	participant	raises	their	voice	to	mark	surprise.		In	both	1b	and	2b,	the	participants	are	
marking	that	they	are	engaged	in	the	conversation.	It	can,	at	times,	be	more	appropriate	
to	say	something	short	rather	than	something	long,	and	by	repeating	what	someone	else	
just	said,	you	can	signal	that	you	were	listening.		In	3b,	the	participant	does	not	add	much	
to	the	conversation	but	there	is	a	case	for	labelling	the	response	“appropriate”	when	eval-
uating	the	participants’	conversational	behaviour.	In	contrast,	consider	the	following	ex-
ample:	
	

(4a) Experimenter: ...and	my	favourite	is	ice	cream	
(4b) Participant:  [missing	turn]	
(4c) Experimenter: What’s	your	favourite?	

	
In	4b,	the	participant’s	gaze	is	directed	toward	a	stuffed	animal	and	they	do	not	signal	any	
communicative	act	directed	towards	the	experimenter.	If	we	compare	3b	and	4b,	one	of	
the	examples	is	clearly	more	cooperative	than	the	other.	In	3b,	there	is	a	response	and	it	
is	connected	to	the	previous	turn.	It	is	important	to	note	that	the	majority	of	minimal	re-
sponses	in	our	dataset	are	more	resemblant	of	1b	and	2b,	than	of	3b.		
	
Inter-rater	reliability	
	
Twelve	and	a	half	percent	of	the	data	(i.e.	 five	children)	were	coded	by	another	native	
speaker	of	Swedish,	blind	to	how	the	data	was	coded	by	the	first	author.	There	was	a	very	
high	degree	of	reliability	(Cohen’s	k	=	.91).		The	high	result	is	in	line	with	previous	contin-
gency	coding	results,	e.g.	Hale	and	Tager-Flusberg	(2005a)	obtained	an	IRR	of	Cohen’s	
kappa	=	.88	–	1.00	per	transcript.	Nadig	et	al.	(2010)	obtained	IRR	of	Cohen’s	kappa	=	.92	
for	response	type.	
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Data	treatment	and	analyses	
	
Descriptive	statistics	
	
The	mean,	standard	deviation,	minimum	and	maximum	value	was	calculated	for	all	meas-
ured	variables,	presented	below.	The	data	was	examined	for	outliers,	defined	as	observa-
tions	beyond	1.5	interquartile	range	below	the	first	quartile	or	above	the	third	quartile.	
One	outlier	was	found	in	the	outcome	measure	Non-contingent	turns	(i.e,	one	child	pro-
duced	relatively	very	many	of	these	responses	compared	to	others)	.	This	was	not	a	case	
of	measurement	error	and	given	the	statistical	models	we	employed	we	saw	no	reason	
for	excluding	it.	
	
Correlational	analyses	
	
For	each	study,	we	first	present	a	correlation	matrix	using	Pearson’s	R	to	understand	the	
simple	relationships	between	each	of	the	four	measures	of	conversation	and	their	predic-
tors.		For	these	analyses,	each	of	the	outcome	variables	was	the	sum	of	each	measure	of	
conversation	for	each	participant.	
	
Regression	analyses	
	
Four	 separate	 analyses	 were	 conducted,	 one	 for	 each	 investigated	 conversational	 re-
sponse	types.	This	was	repeated	for	all	three	studies.	We	fitted	multilevel	logistic	regres-
sion	models	using	the	lme4	package	(Bates,	et	al,	2015)	in	R	(R	Core	Team,	210614).	We	
held	each	occurrence	of	a	coded	conversational	turn	in	the	data	as	the	dependent	variable	
(N	=	3612),	where	a	turn	that	corresponded	to	the	outcome	measure	was	ascribed	the	
value	of	1,	and	all	other	turns	were	ascribed	the	value	of	0.	These	binary	variables	allowed	
us	to	ask:	to	what	degree	is	the	occurrence	of	specific	response	type	(i.e.	the	specific	out-
come	measure)	dependent	on	the	predictors,	compared	to	any		other	type	of	turn	in	the	
data?	For	each	of	the	three	studies,	we	examined	the	influence	of	the	study	specific	pre-
dictors	over	the	separate	conversational	measures.	

The	model	predicts	the	outcome	of	the	binary	dependent	variable	in	terms	of	log	
odds	(logits)	as	a	linear	function	of	the	predictors	(the	fixed	effects).	For	each	model,	we	
included	random	intercepts	for	participants.	Each	study	included	different	fixed	effects	
(outlined	below)	depending	on	the	research	question.		
	
Transformations	
	
All	continuous	predictor	variables	were	transformed	to	z-scores	for	the	statistical	anal-
yses.	One	binary		predictor	in	study	2,	Older	sibling,	was	dummy	coded.	
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Model	build	and	predictor	evaluation	
	
For	each	study,	multilevel	logistic	regression	models	were		built.	Each	model	predicted	
the	binary	outcome	measurements	(Contingent	turns,	Appropriate	turns,	Non-Contingent	
turns,	 and	Missing	 turns)	 and	 included	 random	 intercepts	 for	 participants.	We	 report	
marginal	R2	and	conditional	R2	(Nakagawa	et	al.,	2017)	by	obtaining	all	variance-compo-
nents	of	the	mixed	models.	Marginal	R2	is	calculated	by	dividing	the	fixed	effects	variance	
by	the	total	variance.	Marginal	R2	indicates	to	what	level	the	variance	in	the	data	can	be	
explained	by	fixed	effects	only.	Conditional	R2	is	calculated	by	adding	the	random	effects	
variance	to	the	fixed	effects	variance	and	dividing	the	sum	of	both	by	the	total	variance.	
Conditional	R2	indicates	to	what	level	the	variance	in	the	data	can	be	explained	by	the	full	
model.	Random	effects	for	each	model	are	also	presented	in	APPENDIX	A.	
 Model	performance	in	regards	to	the	conventional	limit	for	disregarding	effects,	
i.e.	p-values,	will	be	presented,	as	well	as	Odds	ratios	(Szumilas,	2010)	for	all	predictors	
with	95%	confidence	intervals.	An	odds	ratio	(OR)	of	1	represents	neither	outcome	being	
more	likely	than	the	other	as	a	function	of	the	predictor.	An	OR	>1	means	increased	odds	
as	a	function	of	the	predictor,	an	OR	<1	means	decreased	odds.	The	distance	in	decimals	
from	1	is	to	be	interpreted	as	percentages,	i.e.	an	OR	of	1.25	means	that	the	odds	are	in-
creased	by	25%,	an	OR	of	0.75	means	that	the	odds	are	decreased	by	25%	.	
 All	predictors	are	evaluated	through	a	likelihood	ratio	test	using	the	anova	func-
tion	in	R.	The	likelihood	ratio	test	compares	a	model	with	n	predictors	to	a	model	with	
less	than	n	predictors,	in	terms	of	likelihood	of	the	data.	We	exclude	one	predictor	at	a	
time	from	each	model,	and	then	compare	the	new	model	with	the	one	including	all	pre-
dictors.	The	tests	are	conducted	to	evaluate	predictor	contribution	and	we	report	χ2		and	
p-value	from	each	test	in	table	3,	5,	and	7.	The	AIC	values	from	each	run	are	presented	in	
APPENDIX	B.	
	
	

Study	1:	Preschool	language	ability,	psycho-social	wellbeing	and	curiosity	
	
Study	1:	Introduction	
	
In	our	 first	 study,	we	examined	whether	different	aspects	of	 children’s	 conversational	
skills	relate	to	three	factors,	the	first	being	the	child’s	vocabulary	and	grammar.	Previous	
studies	have	found		fairly	consistent	positive	relationships	between	these	measures	and	
pragmatic	abilities	(see	Matthews,	et	al.,	2018,	for	a	review,	although	note	also	Hoff-Gins-
berg,	1998).	The	role	of	core	language	in	conversational	proficiency	might	be	expected	
since	 a	 child	with	 a	 large	vocabulary	who	 can	easily	 control	 a	 variety	of		 grammatical	
structures	would	be	more	likely	to	have	the	linguistic	skill	necessary	to	predict	and	plan	
turns	in	fluent	conversation.		

Second,	we	explored	children’s		psycho-social	well-being,	which	we	expected	may	
have	a	two-way	relationship	with	the	ability	to	engage	well	in	conversation.	A	few	studies	
have	examined	this	somewhat	indirectly	(e.g.	Helland,	Lundervold,	Heimann	&	Posserud,	
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2014;	Mackie	and	Law,	2010)	).	Mackie	and	Law	(2010)	found	that	primary-school	aged	
children	who	were	clinically	referred	because	they	showed	“behaviour	that	was	causing	
concern	at	school”	had	significantly	greater	 language	difficulties	than	matched	 ‘control	
group’	children	from	the	same	schools.	This	between-groups	difference	was	particularly	
marked	for	pragmatic	language,	which	includes	conversational	ability.	Similarly,	Donno,	
Parker,	Gilmour	and	Skuse	(2010)	found	that	the	only	language-related	differences	be-
tween	children	referred	 for	behavioural	difficulties	and	matched	controls	pertained	 to	
pragmatic	and	not	to	formal	/	core	language.	 	A	large-scale	study	found	that	pragmatic	
language	skill	mediated	the	relationship	between	structural	language,	on	the	one	hand,	
and	behavioural	difficulties,	as	assessed	by	the	Strengths	and	Difficulties	Questionnaire	
(SDQ)	(Law,	Rush,	&	McBean,	2014).	However,	none	of	 these	studies	directly	assessed	
conversational	ability.	We	do	so	here,	albeit	with	a	non-clinical	sample		that	did	not	con-
tain	a	large	number	of	children	with	behavioural	difficulties.		

Third,	we	explored	the	role	of	the	children’s	curiosity.	Epistemic	curiosity	is	de-
scribed	as	the	desire	to	seek	new	information		(Litman,	2008).	We	were	particularly	in-
terested	in	epistemic	curiosity		in	relation	to	conversational	contingency	because	to	re-
spond	contingently,	one	has	to		listen	to	and	engage	with	what	the	conversation	partner	
has	just	said.	To	achieve	this,	one	needs	to	be	open	to	new	topics	from	external	sources	
over	and	above	one’s	own	drive	to	talk	about	things	pertaining	to	one’s	own	habitual	in-
terests.	Thus,	we	assumed	that	a	child	that	is	curious	about	their	immediate	surroundings,	
and	generally	seeks	new	information,	might	be	more	likely	to	engage	in	conversation	and	
be	 interested	 in	 engaging	with	 conversation	 topics	 which	 are	 set	 by	 an	 adult	 experi-
menter.	In	turn,	we	assume	that	a	child	that	is	more	likely	to	engage	in	conversation	will	
to	a	higher	degree	be	exposed	to,	and	have	the	opportunity	to	learn	from,	conversational	
norms,	than	would	a	child	that	is	not	as	likely	to	engage	in	conversation.	

In	 sum,	 in	Study	1	we	examined	broadly	 concurrent	 relationships	between	our	
conversational	measures	on	the	one	hand,	and	on	the	other	hand	formal	language	(as	as-
sessed	by	receptive	vocabulary	and	morpho-syntax),	psychosocial	wellbeing	(as	assessed	
by	 the	Strength	and	Difficulties	 -	 SDQ	 -		questionnaire)	and	epistemic	curiosity	 (as	as-
sessed	by	parent-report).	We	predicted	 that	vocabulary,	morpho-syntax	and	epistemic	
curiosity	would	be	positive	predictors	of	Contingent	and	Appropriate	turns,	and	negative	
predictors	of	Non-contingent	and	Missing	turns.	We	predicted	that	assessments	of	psycho-
social	difficulties	would	be	a	negative	predictor	of	Contingent	and	Appropriate	turns,	and	
positive	predictors	of	Non-contingent	and	Missing	turns,	and	that	all	three	would	each	ex-
plain	unique	variance.	
	
	
Study	1:		Method	
	
Obtaining	predictor	measurements	
	
All	predictor	measurements	were	obtained	when	the	children	were	above	the	age	of	3;0.	
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Vocabulary	(PPVT)	
	
The	Peabody	Picture	Vocabulary	Test,	PPVT-4	(Dunn	&	Dunn,	2007)	was	conducted	when	
the	participants	were	at	 the	age	of	4;0.	The	 test	was	adapted	 for	Swedish	participants	
(Ahlström	&	Ljungman,	2011).		Because	this	measure	has	not	been	standardized	on	a	Swe-
dish	sample,	 raw	scores	were	used.	We	note	 that	 this	measure	was	collected	one	year	
before	the	children’s	conversational	data	was	collected.	However,	on	the	basis	of	Song,	et	
al.	 (2015)	 we	 consider	 it	 likely	 that	 this	 measure	 would	 be	 fairly	 stable	 over	 this	
timeframe	and	we	therefore	choose	to	label	the	observed	measure	of	receptive	vocabu-
lary	at	4;0	as	a	broadly	concurrent	measure.	
	
Grammar		
	
Grammar	was	measured	 through	 an	 adapted	 version	 of	 a	 core	 language	 skill	 scoring	
scheme	(Tonér	&	Gerholm,	2021),	which	takes	into	account	(1)	morphosyntactic	accuracy	
score,	calculated	as	%	well-formed	clauses	and	(2)	syntactic	complexity,	defined	as	sub-
ordinate	clauses	per	word	token.	The	measurement	was	obtained	from	the	study’s	con-
versational	data.	The	predicates	produced	by	a	participant,	following	the	first	10	of	the	
experimenter’s	predetermined	utterances,	were	analyzed	and	the	number	of	inflections	
was	counted.	
	
Psycho-social	wellbeing	(SDQ)	
	
The	Strengths	and	Difficulties	Questionnaire	(SDQ)	is	a	widely	used	tool	for	measuring	
children’s	mental	health	and	psychopathology	between	the	age	of	4	and	16	(Goodman,	
1997).	 It	measures	five	subtypes	of	behaviors:	conduct	problems,	emotional	problems,	
hyperactivity,	peer	problems,	and	prosocial	behaviors.	The	validity	of	an	adapted	version	
for	children	between	the	age	of	3;0	and	4;0	has	been	examined	with	satisfactory	results	
(Croft,	et	al.,	2015).	The	participants’	parents	answered	the	SDQ	questionnaire	when	the	
children	were	at	the	age	of	3;6.	The	measurement	included	in	the	study	is	a	composite	of	
all	five	subtypes.	For	this	measure,	a	higher	score	indicates	greater	psycho-social	difficul-
ties.	
	
Epistemic	Curiosity	
	
This	was	measured	with	an	adapted	version	of	a	parent-report	questionnaire,	answered	
by	the	children’s	caregivers	(Piotrowski,	et	al.,	2014:547).	The	participants’	parents	an-
swered	the	questionnaire,	translated	from	English	into	Swedish,	when	the	children	were	
at	the	age	of	3;6.	The	measurement	included	in	the	study	is	a	composite	of	reported	an-
swers.	
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Study	1:	Results	
	
Descriptive	statistics	
	
The	mean	and	standard	deviation,	as	well	as	the	maximum	and	minimum	observed	val-
ues,	of	the	four	outcome	measures	are	presented	in	Table	1.	
	
Table	 1.	Descriptive	 statistics	 for	 the	 four	 conversational	 outcome	measures,	 as	
well	as	for	conversational	turns	labelled	Other	(i.e.	turns	that	did	not	fall	into	any	
of	the	predetermined	categories).	Measures	are	presented	with	mean,	standard	de-
viation,	maximum	and	minimum	score.	
	
	

Mean	 SD	 Median	 Min	 Max	

Contingent	turns	 21.7	 10.8	 19	 5	 50	

Appropriate	turns	 51.8	 17.8	 51	 21	 87	

Non-contingent	turns	 2.8	 3.5	 2	 0	 19	

Missing	turns	 12.3	 7.9	 12	 1	 32	

Other	 27.1	 13.3	 28	 6	 59	

	
The	predictors	for	all	models	in	Study	1	were	receptive	vocabulary,	expressive	grammar,	
psycho-social	wellbeing,	 and	 curiosity.		 The	 descriptive	 statistics	 for	 the	 predictors	 in	
Study	1	are	presented	below	in	Table	2.	

	
Table	2.	Descriptive	statistics	for	all	predictors	in	Study	1.	
	
	

Mean	 SD	 Min	 Max	

PPVT	 62.7	 15.5	 19	 101	

Grammar	 16.9	 2.6	 12	 24	

SDQ	 15	 4	 7	 24	

Curiosity	 35.7	 5.9	 22	 43	
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Correlational	Analyses	
	
Figure	1	below	outlines	which	study	1	factors	were	correlated	with	each	of	the	four	con-
versational	 measures	 (Contingent	 turns,	 Non-Contingent	 turns,	 Appropriate	 turns,	 and	
Missing	turns)	and	their	predictors.	
	

 
Figure	1.		A	correlation	matrix	showing	pearson	correlations	between	percentages	
of	the	four	dependent	variables	per	session:	Contingent	turns	(CONT),	Appropriate	
turns	(APP),	Non-Contingent	turns	(NON-CONT),	Missing	turns	(MISS),	and	the	pre-
dictors	from	Study		1	(standardized	values):	PPVT,	grammar	(GRAM),	SDQ,	curios-
ity	(CUR).	
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Logistic	regression	analyses	
	
Table	3	below	reports	findings	for	the	fixed	effects	for	each	outcome	variable	in	the	lo-
gistic	regression	models	(N	=	3612),	with	χ2	and	p-values	from	the	likelihood	ratio	test.	
Variance	inflation	factors	were	calculated	and	show	no	multicollinearity	between	predic-
tors.	Random	effects	for	each	model	are	presented	in	APPENDIX	A.	

	
Table	3.	Fixed	effects	by	dependent	variable	(Contingent	turns,	Appropriate	turns,	
Non-Contingent	turns,	and	Missing	turns).		
	

 
	
Contingent	and	Appropriate	turns	
	
For	Contingent	responses,	none	of	the	predictors	explained	significant	variance	in	the	lo-
gistic	regression	model,	all	p:s	>	.29	(marginal	R2	=	0.003,	conditional	R2	=	0.054)	.	As	seen	
in	Figure	2,	the	confidence	intervals	for	the	Odds	Ratios	for	each	predictor	of	contingent	
turns	 included	 1.	 For	 appropriate	 responses,	 however,	 the	 vocabulary	 measure	
(PPVT)		was	a	significant	positive	predictor		(χ2	=13.33,		p<.001).	While	marginal	R2	 for	
appropriate	turns	was		0.015	(conditional	R2	=	0.032),	the	Odds	Ratios	indicate	that	an	
increase	in	the	PPVT	vocabulary	score	by	15.5	points	increases	the	odds	for	an	appropri-
ate	turn	by	24%	[95%CI	=	11%–39%].	
	
Non-contingent	and	Missing	turns	
	
Vocabulary	was	a	significant	predictor	of		missing	turns		(χ2	=4.52,		p<.05)	and	showed	a	
trend	towards	a	negative	relationship	with	Non-Contingent	turns		(χ2	=3.07,		p	=	0.08).	The	
relationship	between	vocabulary	and	the	negative	behaviour	of	missing	turns	mirrored	
the	findings	for	appropriate	turns;	here	an	increase	in	vocabulary	(PPVT)	of	15.5	points	
decreases	the	odds	of	a	missing	turn	by	31%	[95%CI	=	4%–51%].	No	other	measures	re-
liably	predicted	negative	conversation	outcomes.	
	
Odds	ratios	for	Study	1	
	
In	Figure	2,	below,	we	present	the	models	in	terms	of	Odds	Ratios	(Szumilas,	2010)	with	
95%	confidence	intervals	.	
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Figure	2.	Odds	ratios	for	the	predictors	 in	Study	1.	The	four	different	dependent	
variables	are	displayed	in	four	columns	(Contingent	turns,	Appropriate	turns,	Non-
Contingent	 turns,	and	Missing	 turns).	The	predictors	are	displayed	as	 rows.	The	
odds	 ratios	 show	how	one	unit	 in	 the	predictor	 variable	 either	 increases	or	de-
creases	the	odds	for	the	dependent	variable	to	occur.			
	
Study	1:	Discussion	
	
Vocabulary	was	a	positive	predictor	for	three	of	the	measures	of		conversational	ability.		If	
a	child	had	a	relatively	large		vocabulary	they	were	more	likely	to	be	able	to	generate	a	
conversational	response	that	was	at	least	appropriate	and	they	were	less	likely	to	simply	
not	respond	at	all.	Perhaps	surprisingly,	vocabulary	was	not	a	predictor	of	contingent	re-
sponses.	One	might	have	expected	that	a	strong	vocabulary	would	be	particularly	valuable	
for	generating	contingent	responses	(as	they	tend	to		have	more	lexical	content	than	min-
imal	responses	 that	do	not	move	the	conversation	along).		Contrary	 to	our	hypothesis,	
Grammar,	SDQ,	and	Curiosity	showed	no	significant	relationships	with	any	conversational	
measure.	
	
	

Study	2:	The	language	learning	environment	
	
Study	2:	Introduction	
	
Children’s	acquisition	of	formal	language	(vocabulary	and	morpho-syntax)	is	well-known	
to	be	influenced	by	environmental	factors,	particularly	the	quantity	and	quality	of	the	lan-
guage	they	hear	directed	to	them	(e.g.	Hoff,	2003;	Rowe,	2012).	Factors	such	as	Socio-
Economic-Status	(SES)	or	birth	order	are	often	used	as	proxies	for	the	richness	of	child	
directed	speech,	however,	to	date	very	few	studies	have	attempted	to	relate	environmen-
tal	factors	to	children’s	conversational	ability.	Study	2	thus	included	SES,	time	in	day	care	
and	birth	order	in	order	to	explore	whether	these	environmental	factors	might	predict	
the	development	of	conversational	proficiency.		

Regarding	SES,	there	is	robust	evidence	for	positive	relationships	between	SES	and	
vocabulary	development	 in	children	(e.g.	Huttenlocher,	et	al.,	2010;	Hoff,	2003;	Rice	&	
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Hoffman,	2015;	Thornton	et	al,	2021).	What	is	less	clear	is	whether	the	positive	direction	
of	the	relationship	also	holds	for	the	development	of	conversational	proficiency.	On	the	
one	hand,	parents	from	lower	SES	backgrounds	have	been	shown	to	be	less	likely	to	follow	
in	contingently	on	 their	own	children’s	communications	 than	do	parents	 from	middle-
class	 backgrounds	 (e.g.	McGillion,	 et	 al.,	 2017).	 This	would	 suggest	 that	 children	 from	
lower	SES	backgrounds	might	have	poorer	conversational	skills.		Another	aspect	to	con-
sider	is	the	environmental	factors	that	may	affect	the	conversational	ability,	like	parental	
input.	From	observations	of	mother-child	conversations,	Hoff-Ginsberg	(1991)	found	dif-
ferences	in	the	child-directed	speech	spoken	in	different	settings	between	working	class	
and	upper-middle	class	mothers.	Hoff-Ginsberg	looked	at	several	properties	of	maternal	
speech,	e.g.	number	of	utterances,	utterances	per	minute,	number	of	roots,	MLU,	%	child	
utterances	given	topic-continuing	replies,	rate	of	conversation-eliciting	utterances,	rate	
of	behaviour	directives.	When	considering	all	settings,	upper-class	mothers	scored	higher	
in	all	categories,	except	for	rate	of	behaviour	directives.	For	specific	settings,	such	as	read-
ing,	all	differences	were	not	detectable.	This	also	might	suggest	that	children	from	lower	
SES	backgrounds	receive	less	exposure	to	conversational	conduct	compared	to	children	
from	higher	SES	backgrounds.	

On	the	other	hand,	there	are	suggestions	from	the	work	of	Labov	that	higher	SES	
children	may	not	make	better	conversational	partners,	and	indeed	the	reverse	might	even	
be	the	case	in	some	respects	(Labov,	1969).	Hoff-Ginsberg	(1998)	found	no	reliable	dif-
ference	 between	mid-	 and	 high-SES	 when	 examining	 young	 children’s	 conversational	
skills.	In	a	recent	study,	Schulze	and	Saalbach	(2021)	looked	at	children’s	performance	in	
a	 communication	 task	 and	 found	 no	 predictive	 value	 from	 parents'	 educational	 back-
ground	or	income.	In	the	current	study	we	explore	the	relation	between	conversational	
ability	and	SES	operationalised	as	the	mean	income	in	the	families’	postcode	areas.	

Another	aspect	of	the	input	which	is	often	less	considered	is	the	language	that	chil-
dren	hear	in	different	caregiving	contexts,	for	example	at	home	or		at	daycare.	This	might	
be	particularly	important	in	terms	of	learning	how	to	hold	a	back-and-forth	conversation.	
At	preschool,	children	will	be	exposed	to	different	language	users	including	many	peers	
and	a	range	of	caregiving	adults.	This	might	lead	one	to	assume	that	an	earlier	start	at	
preschool	could	result	in	better	pragmatic		ability.	While	the	opportunity	for	peer-inter-
actions	has	been	explored	to	some	degree	in	relation	to	how	children	learn	to	tell	narra-
tives	(e.g.	Küntay	&	Senay,	2003),	to	our	knowledge	there	has	been	little	exploration	of	
this	with	relation	to	child	conversational	skills.		One	the	one	hand	one	might	expect	a	sim-
ilar	advantage	while	on	 the	other,,	given	 the	complexities	of	preschool	quality	and	the	
tradeoff	with	alternative	caregiving	environments	(see	e.g.	Burchinal,	Roberts,	Nabors	&	
Bryant,	1996),	there	may	also	be	reasons	not	to	expect	a	simple	positive	relation	between	
time	spent	 in	preschool	and	conversational	skill.	 In	one	study	of	27-month-old	French	
children,		Marcos	et	al		(2004,	p.145)	found	that	there	was	a	certain	advantage	for	children	
who	had	daycare	outside	of	the	home	or	in	terms	of	the	amount	of	turns	in	conversation	
with	their	mother	but	not	in	terms	of	the	thematic	contingency	of	those	turns	on	what	
their	mother	had	 said.	On	 the	other	hand,		NICHD	Early	Child	Care	Research	Network	
(1999)	looked	at	assessments	of	longitudinal	mother–child	interaction	and	found	“small	
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but	significant”	results	showing	that	more	child-care	hours	negatively	predicted	two	in-
teractional	components:	child	engagement	and	maternal	sensitivity.	If	these	findings	per-
sist	beyond	early	childhood,	the	notion	of	less	child	engagement	in	interaction	with	par-
ents	might	result	 in	 less	 interactional	engagement	overall.	 In	 the	current	study	we	ex-
plored	whether	starting	nursery	at	an	earlier	age	and	spending	more	time	there	predicted	
better	conversational	contingency	in	Swedish	5-year-olds.	

Finally,	we	were	also	interested	in	examining	environmental	effects	driven	by	the	
presence	of	an	additional	sibling	with	whom	the	child	has	to	share	the	parent’s	attention	
and	language	input.	Previous	findings	show	that	first-born	children	are	at	an	advantage	
in	terms	of		expressive	vocabulary	size	(Urm	&	Tulviste,	2016;	Pine,	1995).	As	seen	above,	
vocabulary	 is	a	positive	predictor	 for	conversational	behavior,	and	therefore	we	might	
expect	 it	 to	also	be	a	positive	predictor	of	conversational	ability.	However,	while	Hoff-
Ginsberg	(1998)	also	observed	a	first-born	advantage	for	vocabulary,	she	simultaneously	
saw	a	trend	in	the	opposite	direction	for	conversational	contingency,	at	least	for	18-	to	
29-month-olds,	which	might	be	taken	to	suggest	the	two	phenomena	are	somewhat	sep-
arable.		It	appears	these	later-borns	relied	on	what	were	coded	as	social	routines	to	reply	
contingently	to	their	caregivers	more	readily	without	taxing	their	more	limited	lexical	re-
sources.	Such	routine	responses	 include	saying	 things	 like	 “I	don’t	know”,		 “I	 can’t”,	or	
“thank	you”	-	responses		that	would	be	coded	as	a	minimal	turn,	rather	than	a	contingent	
turn		in	the	current	study	(i.e.,	appropriate	but	not	adding	very	much).		When	Hoff	ana-
lysed	the	proportion	of	contingent	responses	that	were	expansions	or	expatiations	(most	
similar	to	contingent	replies	in	this	study),	first	borns	produced	proportionally	more	such	
responses.	The	picture	is	thus	somewhat	mixed	in	toddlerhood.	Nonetheless,	when	we	
consider	development	beyond	toddlerhood,		 the	 literature	on	Theory	of	Mind	develop-
ment	(e.g.	Perner,	Ruffman	&	Leekam,	1994;	Hughes,	2011)	might	be	taken	to	predict	that	
having	older	siblings	results	in	more	advanced	social	cognition	which	could	benefit	con-
versation.		In	the	current	study	we	therefore	also	examined	whether	having	an	older	sib-
ling	was	associated	with	better	conversational	skill	in	5-year-olds	but	we	did	not	have	a	
directional	prediction.		

In	sum,	in	Study	2,	we	did	not	have	a	directional	prediction	for	socioeconomic	sta-
tus	(SES)	or	birth	order.	However	we	expected	more	time	in	day	care	to	be	a	positive	pre-
dictor	for	Contingent	and	Appropriate	turns,	and	a	negative	predictor	for	Non-contingent	
and	Missing	turns.	
	
Study	2:	Method		
	
The	predictor	measures	for	Study	2	were	as	follows.	
	
Socioeconomic	status	
	
SES	was	measured	in	terms	of	the	mean	income	in	each	families’	postal	code	area	because	
our	 participants’	 parents	 all	 came	 from	 very	 similar	 educational	 backgrounds.	
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Educational	level	was	also	recorded	but	the	measure	did	not	show	enough	variance,	with	
a	large	majority	of	parents	having	undergraduate	qualifications.	
	
Preschool	start		
	
This	measurement	was	assessed	in	terms	of	the	child’s	age	in	weeks	when	they	started	
attending	daycare.		
	
Preschool	hours	per	week	
	
The	measurement	consisted	of	the	number	of	hours	per	week	that	the	child	attended	day-
care	when	aged	2;3.	
	
Older	siblings	
	
Children	who	had	one	or	more	older	siblings	received	a	score	of	1	and	all	other	children	
received	a	score	of	0.	
	
Study	2	–	Results	
	
Descriptive	statistics		
	
Table	4	below	presents	the	descriptive	statistics	for	the		Study	2	predictors	that	were	con-
tinuous	variables.	55%	of	our	final	sample	had	an	older	sibling.		
	
Table	4.	Descriptive	statistics	for	predictors	variables		in	Study	2:	SES	(represented	
by	mean	income	in	postal	code	area	presented	in	Swedish	crowns),	Preschool	start	
in	weeks,	and	Preschool	hours	per	week.	
	
	

Mean	 SD	 Min	 Max	

SES	(income/postal	code	in	SEK)	 403793	 87917	 279199	 648533	

Preschool	start	in	weeks	 76	 17	 51	 106	

Preschool	hours	per	week	 34	 7.6	 7	 46	
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Correlational	Analyses	
	
Figure	3	below	outlines	which	Study	2	factors	were	correlated	with	each	of	the	four	con-
versational	 measures	 (Contingent	 turns,	 Appropriate	 turns,	 Non-Contingent	 turns,	 and	
Missing	turns).	

 
Figure	3.	A	correlation	matrix	showing	Pearson’s	correlations	between	percentages	
of	the	four	dependent	variables	per	session:	Contingent	turns	(CONT),	Appropriate	
turns	(APP),	Non-Contingent	turns	(NON-CONT),	Missing	turns	(MISS),	and	the	pre-
dictors	from	Study		2	(standardized	values):	Socioeconomic	status	(SES),	preschool	
start	(PS	START),	preschool	hours	(PS	HOURS),	and	older	sibling	(OL.	SIB).	For	older	
sibling,	we	presented	the	point-biserial	correlation	coefficient.	
	
	
Logistic	regression	analyses	
	
Table	5	below	reports	findings	for	the	fixed	effects	for	each	outcome	variable	in	the	lo-
gistic	regression	models		(N	=	3612),	with	χ2	and	p-values	from	the	likelihood	ratio	test.	
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Variance	inflation	factors	were	calculated	and	show	no	multicollinearity	between	predic-
tors.	Random	effects	for	each	model	are	presented	in	APPENDIX	A.	
	
Table	5.	Fixed	effects	in	Study	2	by	dependent	variable	(Contingent	turns,	Appro-
priate	turns,	Non-Contingent	turns,	and	Missing	turns).	
	

 
	
Contingent	and	Appropriate	turns	
	
Recall	that	contingent	responses	and	appropriate	responses	were	both	positive	measures	
of	conversational	ability.	For	contingent	responses,		there	was	a	significant	positive	effect	
of	preschool	start	in	weeks	(χ2	=8.67,		p<.01).	While	marginal	R2	for	contingent	responses	
was		0.015	(conditional	R2	=	0.053),	the	Odds	Ratios	(see	Fig	4)	indicate	that	starting	pre-
school	17.6	weeks	later	increased	the	odds	of	a	turn	being	Contingent	by		25%	[95%CI	=	
8%–44%].	
	
Non-contingent	and	Missing	turns	
	
Recall	that	non-contingent	and	missing	turns	were	both	negative	measures	of	conversa-
tional	behaviour.		For	both	non-contingent	and	missing	turns,	no	predictors	reliably	ex-
plained	variance	in	negative	conversation	outcomes		(all	p	>	.12).	
	

 
Figure	4.	Odds	ratios	for	every	predictor	in	Study	2.	The	four	different	dependent	
variables	are	displayed	in	four	columns	(Contingent	turns,	Appropriate	turns,	Non-
Contingent	 turns,	and	Missing	 turns).	The	predictors	are	displayed	as	 rows.	The	
odds	 ratios	 show	how	one	unit	 in	 the	predictor	 variable	 either	 increases	or	de-
creases	the	odds	for	the	dependent	variable	to	occur.			
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Odds	ratios	for	Study	2	
	
Below,	we	present	the	models	in	terms	of	odds	ratios	(Szumilas,	2010)	with	95%	confi-
dence	intervals	(figure	4).	
	
Study	2:	Discussion	
	
The	results	do	not	support	the	hypotheses	that	more	time	in	daycare	would	have	a	posi-
tive	 effect	 on	 conversational	 contingency	–	 if	 anything	 children	with	 a	 later	 preschool	
start	had	an	advantage	in	the	number	of	contingent	turns.		Finally,	neither	SES	nor	pres-
ence	of	older	siblings	was	associated	with	any	conversation	measure.	In	the	case	of	SES	
we	note	that	this	measure	did	not	have	a	high	degree	of	variance.	However,	for		sibling	
status,	the	sample	was	approximately	evenly	distributed	regarding	having	an	older	sib-
ling	or	not	but	this	factor	nonetheless	showed	no	relationship	with	any	of	the	four	con-
versational	behaviours.		It	might	be	that	a	finer	grained	analysis	would	reveal	differences	
in	how	children	are	responding	contingently	(see	Hoff-Ginsberg,	1998).		We	should	also	
note	that	the	current	conversational	measures	are	based	on	interaction	with	an	adult	not	
a	peer,	which	might	advantage	first	borns.		
	

	
Study	3:	Longitudinal	examination	of	early	vocabulary,	

short-term	verbal	memory,	and	imitation	
	
Study	3:	Introduction	
	
To	date,	hardly	any	studies,	to	our	knowledge,	have	explored	whether	children’s	conver-
sational	abilities	can	be	longitudinally	predicted	on	the	basis	of	measures	of	their	earlier	
cognitive	and	socio-cognitive	development.		In	our	third	study,	we	explored	whether	chil-
dren’s	appropriate	conversational	responding	could	be	predicted	on	the	basis	of	their	ear-
lier	vocabulary,	memory,	and	social	cognition.	
 As	we	 saw	 in	 study	 1,	 children’s	 conversational	 ability	 is	 associated	with	 their	
broadly	concurrent	vocabulary.	We	do	not	know	how	stable	this	association	is	over	time,	
however,	and	whether	early	vocabulary	difficulties	might	be	predictive	of	later	conversa-
tional	difficulties.	Here	we	tested	whether	children’s	expressive	vocabulary	at	age	2;3	was	
predictive	of	conversational	ability	when	they	were	5-years-old.		
 We	also	considered	the	role	of	short-term	memory	in	relation	to	conversational	
ability.	To	provide	contingent	turns	when	taking	part	in	back-and-forth	conversation,	be-
sides	keeping	track	of	the	conversation	topic,	one	also	needs	to	continuously	keep	in	mind	
what	an	interlocutor	just	has	said.	The	ability	to	maintain,	manipulate	and	update	infor-
mation	 in	 short	 term	memory	 is	 commonly	 referred	 to	 as	 working	memory	 (Blakey,	
Visser,	&	Carroll,	2016)	and	has	been	found	to	correlate	with	conversational	ability.	Blain-
Brière,	Bouchard,	&	Bigras	(2014)	found	that	verbal	working	memory	(Backwards	Digit	
Span)	related	positively	–	with	an	effect	size	of	0.25	–	to	conversational	contingency	(and	
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was	the	only	factor	which	correlated	with	contingency)	in	a	sample	of	70	typically-devel-
oping	four-	and	five-year-olds.	The	memory	variable	we	had	available	was	a	measure	of	
phonological	short-term	memory	(forward	digit	span)	taken	when	children	were	2;9.	This	
measure	did	not	involve	manipulating	information	in	memory	(as	the	working	memory	
measures	noted	above	do)	since	this	is	difficult	to	assess	at	such	an	early	age.		Nonethe-
less,	previous	work	has	shown	that	phonological	short-term	memory	capacity	is	an	im-
portant	predictor	of	vocabulary	acquisition	and	word	learning	in	both	children	(5-year-
olds)	and	adults		(Gathercole,	et	al,	1997)	.	We	tested	if	early	measurements	of	short-term	
verbal	memory,	taken	at	age	2;9,		predict	appropriate	conversational	behaviour.	

Finally,	to	show	appropriate	conversational	behaviour,	it	is	arguably	important	to	
take	the	interlocutor’s	mental	states	into	consideration.	Such	social	cognition	has	often	
been	measured	by	assessments	of	false	belief	which	is	arguably	not	necessary	for	many	
conversational	 interactions.	We	explored	a	more	basic	 index	of	social	cognitive	ability:	
imitation.	The	imitation	measure	used	in	this	study	was	part	of	the	aforementioned	pre-
existing	data	set	and	was	selected	for	inclusion	as	a	marker	of	early	social	cognition,	which	
we	expected	could	pave	the	way	for	good	conversational	skills.	Previous	findings	show	
that	parental	assessed	measures	of	imitation	show	moderate	explanatory	value	for	vari-
ation	 in	 concurrent	 parental	 assessed	 conversation	 skill	 (Farrant	 et	 al.,	 2011),	 which	
prompts	the	question	if	such	a	relationship	is	detectable	longitudinally	as	well.	Meltzoff	
and	Decety	(2003)	suggests	that	infant	imitation	provides	the	foundation	for	understand-
ing	that	others	are	‘like	me’,	i.e.	have	the	same	mental	experience,	and	that	it	underlies	the	
development	of	theory	of	mind	and	empathy	for	others.	There	is	a	large	body	of	research	
showing	links	between	action	imitation	and	early	communication	development	(e.g.	Car-
penter,	 Nagell	 &	 Tomasello,	 1998;	 Carpenter,	 Tomasello	 &	 Striano,	 2005;	 Zambrana,	
Ystrom,	Schjølberg	&	Pons,	2013).	These	two	abilities	may	be	interrelated	because	a	child	
that	is	inclined	to	imitate	the	actions	of	others,	understands	others’	goals	and	means	and	
is	inclined	to	adopt	them	in	purposive	behaviour,	of	which	conversation	is	an	example.	
Findings	from	Nagy	(2006)	show	that	infants	used	previously	imitated	gestures	to	initiate	
communication,	and	although	the	study	was	concerned	with	very	rudimental	communi-
cative	actions,	it	exemplifies	the	notion	of	an	agent	observing	an	act,	imitating	the	act,	and	
later	reproducing	the	act	for	their	own	communicative	purposes.	Previous	studies	have	
found	 that	 children	with	 language	 impairments	 have	 greater	 difficulties	 than	do	well-
matched	neuro-typical	peers	with	certain	types	of	action	imitation	(Dohmen,	Chiat	&	Roy,	
2013).	We	therefore	predicted	that	early	imitation	ability	would	predict	later	conversa-
tional	ability.	

We	expected	that	early	measures	of	children’s	vocabulary,	memory	and	imitation	
would	be	positive	predictors	of	conversational	ability.	
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Study	3:	Method	
	
Vocabulary	
	
Expressive	vocabulary	was	assessed	by	the	parental	questionnaire	SECDI-II,	the	normed	
Swedish	 translation	 of	 the	 McArthur-Bates	 Communicative	 Developmental	 Inventory	
(https://mb-cdi.stanford.edu/;	Berglund	&	Eriksson,	2000,	Larsson,	2014).	This	measure	
was	chosen	because	direct	measures	of	vocabulary	are	difficult	to	administer	below	the	
age	of	3	years.	The	participants'	parents	answered	the	questionnaire	every	third	month	
during	the	participants’	first	three	years	of	life.	We	selected	the	measure	which	was	ob-
tained	when	the	participants	were	at	the	age	of	2;3	because	the	distribution	showed	var-
iance	without	clear	floor	or	ceiling	effects.	
	
Forward	digit	span	
	
Participants	were	asked	to	repeat	a	series	of	random	digits	that	the	experimenter	said,	
initially	two	at	a	time.	The	experimenter	added	one	digit	every	other	turn	making	the	se-
ries	of	digits	successively	 longer.	The	 test	was	stopped	after	 the	participant	made	two	
errors	in	a	row.	The	number	of	correctly	repeated	series	of	digits	was	counted.	This	meas-
urement	was	obtained	when	the	children	were	aged		2;9.	
	
Imitation	
	
Our	 imitation	test	 is	an	adapted	version	of	a	 longitudinal	within-participants	 imitation	
task	 (Sakkalou,	 et	 al.,	 2013).	 In	 this	 task,	 the	participant	 is	prompted	 to	 imitate	 a	 test	
leader	that	 is	engaging	 in	pretend	play,	making	building	blocks	 jump,	building	a	tower	
with	the	building	blocks,	clapping	hands,	and	putting	the	blocks	into	a	bag.	Each	test	part	
was	scored	as	follows,	no	imitative	action	=	0,	close	to	imitative	action	=	1,	full	imitative	
action	=	2,	for	a	potential	maximum	score	of	8.	The	measurement	was	obtained	when	the	
participants	were	aged	1;0.	
	
Study	3:	Results	
	
Descriptive	statistics		
	
The	predictors	 for	all	models	 in	Study	3	were	early	vocabulary,	working	memory	 (as-
sessed	via	Forward	Digit	Span),	and	early	imitation	ability	(assessed	via	the	action	imita-
tion	test).		The	descriptive	statistics	for	the	study	3	predictors	are	presented	in	Table	6	
below.	
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Table	6.	Descriptive	statistics	for	all	predictors	in	Study	3.	
	
	

Mean	 SD	 Min	 Max	

SECDI-II	(at	age	2;3)	 319.2	 152.6	 24	 653	

Forward	digit	span	 1.9	 1.4	 0	 4	

Imitation	 2.8	 1.4	 0	 6	
	
	

 
Figure	5.		A	correlation	matrix	showing	pearson	correlations	between	percentages	
of	the	four	dependent	variables	per	session:	Contingent	turns	(CONT),	Appropriate	
turns	(APP),	Non-Contingent	turns	(NON-CONT),	Missing	turns	(MISS),	and	the	pre-
dictors	from	Study		3	(standardized	values):	SECDI,	forward	digit	span	(FDS),	and	
imitation	(IMIT.).	
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Correlational	Analyses	
	
Figure	5	below	outlines	which	Study	3	factors	correlated	with	each	of	the	four	conversa-
tional	measures	(Contingent	turns,	Appropriate	turns,	Non-Contingent	turns,	and	Missing	
turns)	and	their	predictors.		
	
Logistic	regression	analyses	
	
Table	7	below	reports	findings	for	the	fixed	effects	for	each	outcome	variable	in	the	lo-
gistic	regression	models		(N	=	3612),	with	χ2	and	p-values	from	the	likelihood	ratio	test.	
Variance	inflation	factors	were	calculated	and	show	no	multicollinearity	between	predic-
tors.	Random	effects	for	each	model	are	presented	in	APPENDIX	A.	
	
Table	7.	Fixed	effects	in	Study	3	by	dependent	variable	(Contingent	turns,	Appro-
priate	turns,	Non-Contingent	turns,	and	Missing	turns).	
	

 
	
Contingent	and	Appropriate	turns	
	
Recall	that	contingent	responses	and	appropriate	responses	were	both	positive	measures	
of	conversational	ability.	For	both	contingent	responses	and	appropriate	responses,	no	
predictors	explained	significant	variance	in	the	logistic	regression	models	(all	p	>	 .06).	
There	is	a	trend	towards	a	positive	effect	of	early	imitation	for	contingent	turns,	(	(χ2=3.37,	
p	=	.066),	and	of	early	vocabulary	(SECDI)	for	appropriate	turns,	(χ2=2.94,	p	=	.086).	
	
Non-contingent	and	missing	turns	
	
Recall	that	non-contingent	and	missing	turns	were	both	negative	measures	of	conversa-
tional	behaviour.		For	both	non-contingent	and	missing	turns,	no	predictors	show	reliable	
effects	in	the	logistic	regression	models.	Early	imitation	shows	a	trend	towards	a	negative	
effect	for	Non-Contingent	turns,	(χ2	=	3.33,	p	=	.067)	and	a	similar	trend	is	found	for	early	
vocabulary	 (SECDI)	 for	missing	 turns	 (χ2	=	3.48,	 p	 =	 .061),	 Short	 term	verbal	memory	
(FDS)	shows	a	trend	towards	a	positive	relationship	for	Non-Contingent	turns,	(χ2	=	3.41,	
p	=	.064).	Marginal	R2	for	non-contingent	responses	was	0.072	(conditional	R2	=	0.228),	
the	odds	ratios	(see	figure	6)	for	imitation	only	just	includes	1	[95%CI	=	-0.04%–48%].	
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Odds	ratios	for	Study	3	
	
W	present	the	models	in	terms	of	odds	ratios	(Szumilas,	2010)	with	95%	confidence	in-
tervals	(figure	6).	
	
Study	3:	Discussion	
	
Early	vocabulary,	short-term	verbal	memory	and	early	imitation	showed	no	reliable	rela-
tionships	with	any	of	the	four	types	of	conversational	behaviour.	In	general,	further	ex-
ploration	with	a	larger	sample	size	would	be	needed	to	understand	the	relationship	be-
tween	early	predictors	and	children’s	conversational	behaviour.		
	

 
Figure	6.	Odds	ratios	for	every	predictor	in	Study	3.	The	four	different	dependent	
variables	are	displayed	in	four	columns	(Contingent	turns,	Non-Contingent	turns,	
Appropriate	turns,	and	Missing	turns).	The	predictors	are	displayed	as	rows.	The	
odds	 ratios	 show	how	one	unit	 in	 the	predictor	 variable	 either	 increases	or	de-
creases	the	odds	for	the	dependent	variable	to	occur.		
	

General	Discussion	
	
We	 carried	 out	 three	 studies,	 using	 one	 pre-existing	 longitudinal	 data	 set,	 to	 explore	
which	factors	might	explain	variance	in	40	Swedish	speaking	5-year-olds’	conversational	
responses,		specifically	focusing	on	children’s	cognitive	and	social	strengths	in	childhood,	
proxy	measures	of	 their	environment	and	early	measures	of		vocabulary,	memory	and	
imitation	from	infancy.		In	Study	1,	receptive	vocabulary	at	4;0	predicted	more	Appropri-
ate	turns,		i.e.	acknowledging	previous	turns	in	general,	and	fewer	Missing	turns,	i.e.	not	
responding	at	all.	In	Study	2,	contrary	to	expectation,	a	later	age	of	preschool	onset	was	
associated	with	greater	odds	of	responding	with	Contingent	turns,		i.e.	responses	that	fur-
thers	the	topic	of	a	conversation.	In	Study	3,	no	reliable	effects	were	found,	but	there	were	
some	trends	that	might	deserve	further	investigation	with	a	larger	sample.			

The	findings	from	Study	1,	regarding	the	positive	relationship	between	receptive	
vocabulary	at	4	years	and	Appropriate	turns,	aligns	with	previous	findings	-	albeit	with	
autistic	children	(e.g.	Hale	&	Tager-Flusberg	2005a;	Capps	et	al.,	1998).	However,	to	our	
knowledge,	this	is	the	first	study	to	suggest	a	relationship	between	core	language	and	a	
directly	assessed	measure	of	conversational	ability	in	typically-developing	children.	The	
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predictive	value	of	vocabulary	seems	easy	enough	to	explain.	If	a	child	struggles	with	the	
comprehension	of	the	intended	meaning	of	lexical	units	in	a	conversation,	they	will	strug-
gle	to	understand	and	respond	to	a	partner.	However,	it	is	not	entirely	clear	why	we	did	
not	find	the	same	relationship,	 firstly,	with	(expressive)	grammatical	ability	 in	Study	1	
and,	secondly,	with	parent-assessed	vocabulary	(Swedish	version	of	the	CDI)	in	Study	3	
(although	the	latter	does	show	a	trend	in	the	hypothesised	direction,	for	both	Appropriate	
turns	and	Missing	turns).	One	possible	explanation	for	 the	outcome	of	 the	grammatical	
measure	would	be	that	conversational	skill	is	not	primarily	reliant	on	complex	grammat-
ical	knowledge;	someone	with	limited	grammatical	knowledge	could	still	be	appropriate	
and	contingent,	and	vice	versa.	A	non-mutually-exclusive	possibility	is	that	while	an	indi-
vidual	needs	to	have	a	certain	level	of	morpho-syntactic	ability	to	maintain	a	back-and-
forth	 conversation,	 once	 a	 certain	 morpho-syntactic	 acquisition	 threshold	 has	 been	
reached,	morpho-syntax	no	longer	accounts	for	individual	differences	in	child	conversa-
tional	ability.	This	possibility	also	helps	explain	the	existence	of	a	sub-group	of	autistic	
children	-	albeit	slightly	older	children	-	who	score	in	the	high	average	to	above-average	
range	on	morpho-syntax	and	vocabulary	and	yet	find	it	extremely	difficult	to	engage	ap-
propriately	in	reciprocal	conversation	(e.g.	Nadig	et	al.,	2010).	Thus,	 future	studies	are	
required	to	unpack	the	precise	relationship	between	lexico-grammatical	knowledge,	on	
the	one	hand,	and	appropriate	responding	in	typically-developing	children.	Certainly,	we	
assume	that	there	is	something	of	a	two-way	street	between	conversational	development	
and	lexical	development	in	that	it	is	in	the	context	of	conversation	that	we	come	to	learn	
many	words.		

In	our	second	study	we	investigated	the	role	of	environmental	factors	and	found	
that	children	who	started	preschool	later	had	an	advantage	in	their	Contingent	turns.	A	
possible	explanation	for	this	outcome	is	the	generally	high	level	of	socioeconomic	status	
in	our	sample,	as	well	as	in	Sweden	in	general.	The	fact	that	the	sample	consists	of	families	
that	voluntarily	contributed	to	the	longitudinal	study	on	first	language	acquisition	might	
suggest	 that	 the	participating	parents	 find	 language	development	 interesting,	 and	 that	
they	are	involved	in	their	children’s	development.	These	factors	could	indicate	that	early	
high	quality	input	from	a	parent	can	aid	the	ability	to	be	informative	in	conversation.	How-
ever,	preschool	start	did	not	show	a	reliable	relationship	with	Appropriate	turns,	i.e.	the	
conduct	of	acknowledging	previous	turns	 in	general.	With	this	 in	mind,	and	due	to	the	
complexities	in	measuring	quality	of	caregiver-infant	interaction	and	quality	of	daycare,	
this	suggestion	needs	to	be	examined	further,	particularly	in	relation	to	possible	ways	in	
which	language	and	conversational	development	could	be	supported	in	day	care	settings.		
Finally,	 in	 Study	 3,	 no	 predictors	 were	 reliably	 related	 to	 our	 four	 tested	 outcome	
measures.	The	children	were	very	young	when	the	imitation	test	was	conducted,	namely	
at	1;0,	which	is	the	developmental	timepoint	when	fundamental	abilities	for	understand-
ing	 and	 sharing	 the	 basic	 intentions	 begin	 to	 be	 robustly	 evidenced		 (e.g.	 Tomasello,	
2003).	One	way	of	investigating	this	further	might	be	to	examine	imitational	skill,	or	social	
cognitive	insight	more	broadly,		somewhat	later	in	development	–	perhaps	towards	the	
end	of	the	child’s	second	year	–	and	then	assess	its	relationship	to	later	conversational	
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ability.	Future	studies	could	also	utilise	imitation	tasks	which	more	closely	target	socio-
cognitive	motivation	(e.g.	Dohmen	et	al.,	2013).	
	

Limitations	
	
While	the	current	findings	suggest	avenues	for	future	research,	there	are	a	number	of	lim-
itations.	Although	the	three	studies	were	carried	out	with	a	rich	set	of	available	measures,	
the	sample	size	was	limited.	The	measures	of	conversation	were	reasonably	ecologically	
valid	and	based	on	painstaking	coding	with	excellent	inter-rater	reliability,	but	we	cur-
rently	do	not	know	the	test-rest	reliability	of	this	measure.	When	considering	the	short-
term	verbal	memory	measurement,	it	is	important	to	note	that	the	participants	were	very	
young	and	the	measure	might	reflect	knowledge	of	numbers	more	than	anything	else.	Fi-
nally,	adept	conversational	behavior	 is	culturally	normative	and	this	needs	to	be	more	
thoroughly	explored.	Studies	with	participants	from	a	range	of	cultures	will	be	important	
for	understanding	to	what	extent	these	results	are	generalizable.	
	

Conclusion	and	future	research	
	
We	asked	which	child-internal	and	environmental	factors	are	related	to	four	types	of	con-
versational	behaviour	when	responding	to	an	interlocutor.		In	line	with	previous	findings	
from	the	literature	on	autistic	conversation,	as	well	as	from	child	pragmatic	development	
more	generally	–,	directly-assessed	receptive	vocabulary	was	found	to	be	a	positive	pre-
dictor	for	appropriate	responding,	in	terms	of	acknowledging	the	turns	of	one’s	interloc-
utor,	and	a	negative	predictor	for	missing	turns,	i.e.	not	responding	at	all.	However,	nei-
ther	expressive	grammar	nor	early	parent-assessed	vocabulary	were	reliable	predictors	
for	 any	 of	 the	 four	 conversational	 behaviours.	 Thus,	 the	 role	 of	 lexico-grammatical	
knowledge	in	conversational	development	is	worth	exploring	further	in	order	to	under-
stand	which	competencies	are	important	limiting	factors	during	‘live’	conversation	and	
why		(e.g.,	due	to	benefits	from	processing	speed,	or	depth	of	semantic	networks,	or	some	
third	variable).		Contrary	to	what	we	predicted,	child	age	when	starting	preschool	showed	
a	positive	relationship	with	responses	that	further	the	topic	of	the	conversation,	but	no	
reliable	relationship	was	found	with	acknowledging	previous	turns	in	general.		This	can	
suggest	the	home	environments	of	the	children	studied	may	have	been	beneficial	in	sup-
porting	parts	of	early	language	and	communication	skills	(at	least	when	observed	in	in-
teraction	with	an	adult).		This	needs	to	the	explored	further	with	respect	to	the	quality	of	
the	home	and	pre-school	environments.	Finally,	although	we	explored	some	longitudinal	
measures	from	infancy,	such	work	would	need	to	be	done	with	a	larger	sample	and	better	
measures	 if	 one	were	 to	 be	 certain	 of	 developmental	 trajectories	 over	 this	 time	 span.	
Overall,	this	preliminary	exploratory	study	suggests	an	important	role	for	lexical	compre-
hension	in	responding	appropriately	to	others.	It	also	suggests	that	caregiving	arrange-
ments	might	influence	children’s	conversational	contingency	in	ways	we	did	not	initially	
expect,	 and	 that	warrant	 further	 investigation	 .	 Future	 longitudinal	 and	 experimental	
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studies	with	larger	sample	sizes	should	explore	the	pathways	that	may	explain	such	rela-
tions.		
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APPENDIX	A 
 
The	variance	and	standard	deviation	of	the	random	effects	for	each	full	model	in	Study	1,	
2,	and	3	in	Table	A. 
 
Table	A.	Random	effects,	based	on	groupings	by	participant,	in	terms	of	variance	
and	standard	effects	for	the	full	models	in	studies	1	(S1),	2	(S2),	and	3	(S3).	

Model Variance SD 

S1_contingent .17 .41 

S1_appropriate .05 .24 

S1_non-contingent .87 .93 

S1_missing .84 .91 

S2_contingent .13 .36 

S2_appropriate .10 .31 

S2_non-contingent .93 .96 

S2_missing .85 .92 

S3_contingent .16 .40 

S3_appropriate .09 .31 

S3_non-contingent .66 .81 

S3_missing .87 .93 

	
	

APPENDIX	B	
 
For	 all	 the	 three	 studies,	 each	 predictor's	 contribution	 to	 the	 model	 was	 evaluated	
through	a	likelihood	ratio	test.	Although	this	analysis	was	not	conducted	for	model	selec-
tion,	 we	 present	 the	 comparative	 results	 in	 terms	 of	 AIC	 values	 for	 each	 run	 in	 the	
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likelihood	ratio	test.	The	models	in	Study	1	are	presented	in	Table	B1,	the	models	in	Study	
2	are	presented	in	Table	B2,	and	the	models	in	Study	3	are	presented	in	Table	B3. 
	
Table	B1.	AIC	values	from	the	likelihood	ratio	test	for	the	models	on	Study	1.	Pre-
sented	are	AIC	values	for	the	full	model,	and	for	each	run	with	one	predictor	ex-
cluded.	The	models	were	compared	to	estimate	the	contribution	of	each	predictor:	
curiosity	 (CUR),	 the	 strength	 and	 difficulties	 questionnaire	 (SDQ),	 grammar	
(GRAM),	and	receptive	vocabulary	(PPVT).	

Evaluation Run AIC for  
Contingent model 

AIC for  
Appropriate model 

AIC for  
Non-contingent model 

AIC for  
Missing model 

Full model 3927.5 4878.6 966.92 2624.3 

–CUR 3925.6 4876.9 964.95 2622.4 

–SDQ 3925.6 4876.6 964.93 2622.5 

–GRAM 3926.4 4877.6 965.07 2623.8 

–PPVT 3926.6 4889.9 968.00 2626.8 

 
Table	B2.	AIC	values	from	the	likelihood	ratio	test	for	the	models	on	Study	2.	Pre-
sented	are	AIC	values	for	the	full	model,	and	for	each	run	with	one	predictor	ex-
cluded.	The	models	were	compared	to	estimate	the	contribution	of	each	predictor:	
older	sibling	(OLD_SIB),	preschool	hours	per	week	(PR.SCHO_H),	age	at	preschool	
start	in	weeks	(PR.SCHO_W),	and	the	measure	for	socioeconomic	status	(SES).	

Evaluation Run AIC for 
Contingent model 

AIC for 
Appropriate model 

AIC for 
Non-contingent model 

AIC for  
Missing model 

Full model 3920.2 4892.0 967.81 2624.7 

–OLD_SIB 3919.6 4890.3 965.91 2623.4 

–PR.SCHO_H 3918.9 4891.2 965.83 2623.0 

–PR.SCHO_W 3926.9 4891.3 968.18 2625.0 

–SES 3918.2 4890.2 966.02 2623.3 
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Table	B3.	AIC	values	from	the	likelihood	ratio	test	for	the	models	on	Study	3.	Pre-
sented	are	AIC	values	for	the	full	model,	and	for	each	run	with	one	predictor	ex-
cluded.	The	models	were	compared	to	estimate	the	contribution	of	each	predictor:	
imitation	(IMIT),	 forward	digit	span	(FDS),	and	parental	reported	productive	vo-
cabulary	(SECDI).	

Evaluation Run AIC for  
Contingent model 

AIC for  
Appropriate model 

AIC for 
Non-contingent model 

AIC for  
Missing model 

Full model 3924.3 4889.1 959.74 2623.3 

–IMIT 3925.7 4887.4 961.15 2621.9 

–FDS 3922.7 4887.2 961.07 2621.6 

–SECDI 3922.3 4890.1 957.79 2624.8 
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Abstract: English syntax acquisition is crucial for developing literacy but may be challenging for many 
children learning English as an Additional Language (EAL). This study longitudinally investigates syn-
tactic complexity and diversity of stories retold by children with EAL and their monolingual peers as 
well as the relationship between syntax and vocabulary. This is a secondary data analysis using data 
from the Surrey Communication and Language in Education study (SCALES). Sixty-one children with 
EAL were matched to their monolingual peers on sex, age and teacher-rated language proficiency. 
Children’s narratives were collected in Year 1 (age 5-6) and Year 3 (age 7-8) and coded for clause type. 
Dependent variables included Mean Length of Utterance in words (MLUw) and Clausal Density (CD) 
as measures of syntactic complexity and Complex Syntax Type-Token Ratio (CS-TTR) estimating syn-
tactic diversity. Children with EAL presented syntactically complex and diverse narratives equivalent 
to monolingual peers in Year 1 and Year 3. Growth rate in syntactic complexity was associated with 
English vocabulary in Year 1. Among children with low vocabulary, children with EAL developed syn-
tactic complexity at a faster rate than monolingual peers, while the opposite was true in the high-vo-
cabulary group. Children with average vocabulary progressed at parallel rates. Children with EAL and 
their monolingual peers used broadly the same complex structures but with varying frequency. In this 
longitudinal study comparing children with EAL and monolinguals on complex clauses, the interaction 
between emerging bilingualism and vocabulary knowledge in the societal language predicted different 
patterns of growth in syntactic complexity. Children with EAL frequently use different syntactic struc-
tures to achieve similar syntactic complexity and diversity. These findings demonstrate that in early 
primary school, children with EAL have syntactic skills comparable to their monolingual peers. 
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Introduction 
 
Worldwide, it is estimated that more people are now bi- or multilingual than mono-
lingual (Grosjean, 2010b). In many countries, bilingual populations have increased 
because of immigration, which impacts on the proportion of school-age children mas-
tering more than one language (OECD, 2019). In England, over 20 per cent of primary 
school pupils speak a language other than English at home (Department for Educa-
tion, 2021), with implications for managing the English-dominant classroom. Limited 
evidence suggests that children learning English as an Additional Language (EAL) 
may find grammar challenging to learn (e.g. Babayiğit, 2014; Bowyer-Crane et al., 
2017), but trajectories of grammar development in longitudinal cohorts have rarely 
compared monolinguals and those with EAL. In this paper, we track the development 
of complex syntax during primary school in narratives of children with EAL and their 
monolingual peers. 
 
A Note on Terminology 
 
Overlapping and sometimes inconsistent terminology, together with multiple labels 
used in different countries makes it difficult to define bilingualism. Broadly speaking, 
individuals can be considered bilingual even if the proficiency in their languages dif-
fers, if they acquired them at different ages and if they use them for different pur-
poses (Grosjean, 2010a; Stow & Dodd, 2003). For consistency, in this paper, we use the 
UK education policy term “English as an Additional Language (EAL)” to describe both 
the study participants without making any assumptions about their home languages’ 
proficiency and the population of children that speak more than one language. When 
we use an abbreviation “L2”, we refer to the language of school instruction, which in 
this study is English. 
 
Grammar Development in Children with EAL 
 
Language is essential for school success and therefore for societal participation: pro-
ficiency in the language of school instruction at school entry is positively correlated 
with academic attainment in monolinguals (Norbury et al., 2017) and children with 
EAL (Whiteside et al., 2017), whose proficiency in the language of instruction covers 
the full spectrum of ability (Hutchinson, 2018; Strand et al., 2015).  
 
Grammar is a key component of academic language and reading comprehension 
(Hjetland et al., 2020; Lervåg et al., 2018; Muter et al., 2004). The importance of gram-
mar is recognised in the National Curriculum in England (Department for Education, 
2013), which sets specific grammar targets of increasing complexity for every year 
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group. However, the paucity of research on grammatical development of children 
with EAL presents challenges in providing suitable support through education or in-
tervention. 
 
While the importance of vocabulary for school success has been well-established, the 
importance of grammar has received less research attention. A recent systematic re-
view of language intervention studies concerning children with EAL (published be-
tween 2014 and March 2017) found that all 25 included studies featured a vocabulary 
component, but none targeted complex grammar (Oxley & de Cat, 2019). Given that 
there is a strong relationship between vocabulary development and syntactic growth 
in monolingual children (E. Bates & Goodman, 1997) and children with EAL (Conboy 
& Thal, 2006), early English vocabulary knowledge may be associated with the rate of 
development of complex sentences in children with EAL. 
 
Grammar is made up of two domains: morphology, focused on the internal word 
structure, and syntax, concerned with the sentence structure. While a recent meta-
analysis (Bratlie et al., 2022) identified morphological knowledge as a challenge for 
children with EAL, there is emerging evidence that syntax might be a relative strength 
(Paradis et al., 2017). When studies feature a single grammatical outcome conflating 
both domains into morphosyntax, demonstrating developmental trajectories within 
each domain is difficult. Our study will provide insight specifically into growth in pro-
ductive syntax.  
 
Our study can also contribute to the debate about the role of age in bilingual acquisi-
tion of grammar (see Paradis et al., 2017). The early age hypothesis posits that younger 
children have an advantage in learning grammar, and therefore predicts more ma-
ture English grammar for monolinguals than children with EAL of the same age. The 
complexity hypothesis proposes that the parallel development of language and cog-
nitive maturity in first-language acquisition may result in protracted learning of 
grammar. In this case, older and cognitively mature children with EAL may need less 
exposure time than monolinguals to develop equivalent levels of complex English 
grammars. 
 
Narrative as a Vehicle for Showcasing Syntactic Growth 
 
Language can be sampled from naturalistic interaction, or narrative and expository 
tasks. The benefit of narrative is that the target is clear, relies less on the language 
competencies of interlocutors, and more closely resembles book language, which 
tends to employ more sophisticated grammar (Cameron-Faulkner & Noble, 2013; 
Montag, 2019). Narrative compels children to simultaneously incorporate linguistic, 
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cognitive and social skills to construct a logical sequence of events (Norbury & Bishop, 
2003). 
  
Narratives have been widely used in bilingualism research, in part because they are 
thought to be less biased than standardised tests (Boerma et al., 2016; Cleave et al., 
2010). Both story generation and retelling have been used with children with EAL. 
Limited available evidence (see Otwinowska et al., 2020) is mixed as to whether retell-
ing yields improved story structure and grammatical complexity in monolinguals and 
children with EAL. However, Otwinowska et al. (2020) showed a positive effect of re-
telling relative to story generation on story structure and comprehension, mental 
state terms and story length, but no increase in Mean Length of Utterance for both 
monolinguals and children with EAL.  
 
Common methods of measuring complex syntax in narratives are presented in Table 
1. Frizelle et al. (2018) used Mean Length of Utterance in words (MLUw) and Clausal 
Density (CD) to provide a comprehensive, cross-sectional account of the development 
of syntactic complexity in 354 monolingual English speakers from school entry to 
adulthood, using both story generation and story retell tasks. The most common 
clause type across all ages was the main clause, but its use decreased with age while 
clausal density increased with age. All clause types were present in four-year-olds’ 
narratives, though most constructions were produced by relatively few children. 
 
Development of Complex Clauses in Children with EAL 
 
Monolingual English-speaking children usually start producing complex sentences 
after their second birthday, but the proportion of complex sentences in relation to 
total utterances is small until the age of four (Diessel, 2004). Complex sentences 
emerge type-by-type, with (non-finite) complements being first (e.g. I wanna go, then 
I think it’s a ball), and coordinated (e.g. I have this and you have that), adverbial (e.g. 
You can’t have this cause I’m using it) and relative clauses (e.g. This is the toy I am playing 
with) following later (Diessel, 2004). 
 
Studies using standardised assessments of expressive grammar (e.g. sentence recall 
and picture description) have reported that children with EAL lag behind monolin-
guals in their L2 grammar (Babayiğit, 2014; Bowyer-Crane et al., 2017). However, 
Dixon and colleagues (2020) found no difference between the two groups, which was 
attributed to sufficient English language exposure prior to school entry in the EAL 
group. 
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MLUw is frequently used as a measure of syntactic complexity in studies with chil-
dren with EAL (e.g. Bedore et al., 2020; Simon-Cereijido & Gutiérrez-Clellen, 2009). A 
few studies that compared monolinguals and children with EAL (Bonifacci et al., 2018; 
Otwinowska et al., 2020; Rodina, 2017) produced conflicting findings, likely due to 
varying sample sizes (from n = 16 to 75 in groups with children with EAL), age ranges 
(3;1 to 7;3) and assessed languages (Norwegian, Russian, Italian and Polish).  
 
In terms of complex syntax, Paradis et al. (2017) showed that five-year-old children 
with EAL needed less than a year of English exposure to start using a wide range of 
complex clauses without any apparent order of clause emergence. However, this 
study lacked an age- or language-matched monolingual comparison group, so it is un-
clear whether the pattern or growth in syntax is similar to that of monolinguals. Bon-
ifacci et al. (2018) found that 4-5-year-old children with Italian as an additional lan-
guage and their monolingual Italian-speaking peers produced stories with the same 
number of coordinate and subordinate clauses and the same proportion of complex 
clauses. Castilla-Earls et al. (2019) tracked the development of narrative abilities in 
both languages of Spanish-English speaking children using MLUw and clausal density 
at six points between ages 5;6 to 8;1. While English MLUw gradually increased over 
time, change in CD was relatively small. Children did not use subordination at all at 
5;6 (CD = 1.0) and it remained minimal at four middle timepoints, peaking at 8;1 with 
1.3 complex clauses per utterance. The lack of a monolingual comparison group 
means it is unclear whether monolinguals of that age would produce a greater 

 
 
Figure 1. Basic classification of sentence types with examples. 
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quantity or variety of syntactic structures. Additionally, children were given different 
stories to retell at different timepoints, which may have influenced use of clauses at 
any given point.  
 
To our knowledge, only one study has directly compared clausal density (defined as 
the number of finite and marked infinitive clauses per utterance) of monolinguals 
and children with EAL (Cahill et al., 2020). This small (n < 13 in each group), cross-
sectional study reported no differences between English monolinguals and English-
French-speaking children in the 7-8 and 11-12-year-old group, though the authors 
noted that small sample size and high within-group variability limit firm conclusions. 
In addition, we are not aware of any longitudinal studies that have tested the extent 
to which proficiency in other aspects of L2 such as vocabulary may be associated with 
expressive syntax growth in children learning EAL. 
 
The Current Study 
 
We adapted the syntactic complexity framework designed by Frizelle and colleagues 
(2018) to investigate developmental change in syntactic complexity in a longitudinal 
study of children with EAL and monolingual peers from Year 1 (ages 5-6) to Year 3 
(ages 7-8), using a narrative retell task. This allowed us to ask: 
 

1. Do the narratives of children with EAL differ in syntactic complexity 
(MLUw and CD) from the narratives of monolingual English-speaking chil-
dren in Year 1 (age 5-6) and Year 3 (age 7-8)? 

2. Is the rate of growth in syntactic complexity comparable between children 
with EAL and their monolingual peers between Year 1 and Year 3? 

3. Does English Vocabulary in Year 1 affect the rate of growth in syntactic 
complexity in children with EAL and their monolingual peers? 

4. Do the narratives of children with EAL differ in syntactic diversity meas-
ured by Complex Syntax Type-Token Ratio (CS-TTR) relative to narratives 
of monolingual English-speaking children in Year 1 and Year 3?  

 
While all children started formal schooling at the same time, children with EAL were 
expected to have reduced L2 syntactic complexity compared to their monolingual 
peers, because of reduced exposure to English language outside school. Heritage lan-
guage and literacy skills can positively influence L2 acquisition, but some children 
with EAL still need additional English exposure to gain sufficient proficiency in Eng-
lish to succeed in school (see Hoff, 2013 for an overview). 
 
The existing evidence regarding syntactic growth in children with EAL suggests that 
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they may develop L2 skills faster than their monolingual peers (Lonigan et al., 2013; 
McKean et al., 2015; Whiteside & Norbury, 2017). For example, Whiteside and Nor-
bury showed accelerated rates of growth relative to monolingual peers between ages 
5-6 and 7-8 in children with EAL on receptive vocabulary, sentence recall and overall 
language. This was true of children with both high and low levels of teacher-rated 
English language proficiency at school entry.  
 
The strong positive relationship between the development of vocabulary and the de-
velopment of grammar has been observed in early language acquisition in monolin-
guals (E. Bates & Goodman, 1997) and children with EAL (Conboy & Thal, 2006). A 
natural prediction would be to assume that better vocabulary would contribute to bet-
ter grammar, hence a faster growth in syntactic complexity. However, little is known 
about initial vocabulary as a predictor of later syntactic growth in children with EAL, 
especially in comparison with monolingual peers. Conboy and Thal (2006) showed 
that toddlers with EAL who experienced the most growth in English vocabulary also 
showed the fastest rate of development of syntactic complexity in English, but demon-
strated lower syntactic complexity scores at the last time point than children with 
slower language growth. Therefore, we tested the prediction that with increasing Eng-
lish vocabulary in Year 1, the rate of growth in syntactic complexity might decrease. 
Our study provides a strong test as we included children with a wide range of profi-
ciency scores at school entry. EAL and monolingual groups were matched on teacher-
rated English proficiency level, which ensures equal distribution of children with var-
ying language skills across the two groups. Our longitudinal and within-subjects de-
sign featuring the same task at both time points allows us to minimise the impact of 
task changes and participant effects on growth estimates.  
 
Finally, we predict that children with EAL will use fewer complex constructions than 
their monolingual peers, but the types of structures will be comparable across groups. 
 

Methods 
 
Study Design 
 
This study is a secondary analysis using data on children with EAL and their monolin-
gual peers from the Surrey Communication and Language in Education Study  
(SCALES; Norbury, Gooch, Wray, et al., 2016; Norbury, Gooch, Baird, et al., 2016; Nor-
bury et al., 2017). First, a brief overview of the overall SCALES design is provided to-
gether with features relevant to the current study. Then follows a description of 
matching design and participants in the current study. 
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All Reception children (age 4-5) in Surrey state-maintained schools in September 2011 
were invited to take part (n = 12, 398). Teachers completed questionnaires, including 
the Children’s Communication Checklist-Short (CCC-S; see below), for 7,267 children 
(59% of invited children). 782 pupils (11%) spoke a language other than English at 
home (lower proportion than the national average in primary schools in England at 
that time, 16.8%) (Department for Education, 2011). 
 
The CCC-S (Norbury et al., 2004), based on CCC-2 (Bishop, 2003a) featured seven items 
about communicative strengths and six about communicative errors, with higher 
scores (max. 39) suggesting lower English skills. Depending on CCC-S scores, three 
strata were identified: (1) children reported by teachers to have “no phrase speech 
(NPS)”, based on the CCC-S item that indicates the child combines words into phrases 
less than once a week (assigned a maximum score), (2) “high-risk (HR)” for language 
disorder defined as a score 1SD or more above (indicating greater impairment) the 
monolingual population mean for their age group (autumn, spring, or summer born) 
and sex, and (3) “low-risk (LR)” for language disorder (scoring no more than 1SD 
above the mean for age group and sex). In this context, the term “risk” reflects 
teacher-reported scores on the CCC-S. 
 
SCALES was designed to investigate individual differences in language, but not EAL 
per se. However, we did sample ~10% of the EAL cohort to reflect the population at 
the time. We included all children with no-phrase speech, and a random sample of 
children in the ‘high-risk’ group (teacher ratings of low English language proficiency 
relative to age and sex) and the ‘low-risk’ group (teacher ratings of English language 
proficiency in the expected range for age and sex). In this cohort, ‘risk’ cannot be in-
terpreted as risk for language disorder as the CCC-S is not normed on a bilingual pop-
ulation. Nevertheless, it has some ecological validity in estimating children’s profi-
ciency in the language of instruction after the first year in school. 
 
636 monolingual and 82 children with EAL from mainstream schools were invited to 
participate in the second part of SCALES involving intensive language assessment in 
Year 1 (age 5-6) and Year 3 (age 7-8). All children with NPS were invited to participate; 
remaining children were randomly sampled from each of the three identified strata, 
with equal numbers of males and females selected and a higher percentage of chil-
dren at ‘high-risk’ of language disorder invited to participate (for further details of the 
selection process, see Whiteside & Norbury, 2017 and Norbury et al., 2017). In Year 1, 
529 monolingual children (200 LR, 290 HR, and 39 NPS) and 61 children with EAL (25 
LR, 19 HR, 17 NPS) participated. In Year 3, 499 monolingual children (192 LR, 273 HR, 
35 NPS) and 51 children with EAL (21 LR, 16 HR, 14 NPS) were re-assessed. 
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Participants in the Current Study 
 
61 children with EAL (29 girls) were individually matched to 61 monolingual peers on 
sex, language risk status (LR/HR/NPS) and age at Year 1 assessment (within 2 
months). In Year 3, ten children with EAL (4 LR, 3 HR, 3 NPS) and five monolingual 
children (2 LR, 2 HR, 1 NPS) were lost to follow-up, therefore the final sample in Year 
3 included 51 children with EAL (23 girls) and 56 monolingual children (28 girls). We 
did not exclude participants that had lower non-verbal reasoning or a biomedical con-
dition. This sample partially overlaps with the sample reported by Whiteside and Nor-
bury (2017), who analysed a sub-sample of children with EAL and monolingual peers 
but applied different matching criteria. 
 
All children were recruited during the Reception Year and had at least one year of 
exposure to English before their Year 1 assessment. Children with EAL represented 
many linguistic backgrounds (24 languages spoken), with Bengali, Polish and Urdu 
the most frequently reported languages. The data on children’s home language profi-
ciency could not be collected due to sample heterogeneity and limited available as-
sessments or skilled assessors in the languages required. 
 
Socio-economic status (SES) was measured with Income Deprivation Affecting Chil-
dren Index (IDACI; McLennan et al., 2011) rank scale, which is an index of neighbour-
hood deprivation and ranges from 1 to 32,482, based on the children’s home postcode. 
Higher values indicate more affluent neighbourhoods with proportionally fewer 
households receiving means-tested benefits. 
 
Prior to the first visit, children were randomly allocated into one of six testing blocks 
(half-terms in the UK school year). In Year 3, the block order was reversed (children 
seen in block 1 in Year 1 were seen in block 6 in Year 3 and children seen in block 6 
in Year 1 were seen in block 1 in Year 3). This resulted in a variable lag of 14 to 34 
months between Year 1 and Year 3 assessments, allowing us to make best use of this 
longitudinal design with two testing points. 
 
Ethics and Consent Procedures 
 
The SCALES screening phase relied on an opt-out consent procedure, allowing anon-
ymised data from teacher questionnaires to be used in the study unless parents ex-
plicitly did not agree (20 families opted out). Informed, written consent from parents 
or legal guardians was required for the in-depth assessment in Year 1 and 3. The 
SCALES project was approved by the Ethics Committee at Royal Holloway, University 
of London, and further research analysis of the existing data was approved by the 
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Research Ethics Committee at University College London (Project ID 9733/002).  
 
Assessment Measures 
 
Children completed a core battery of six language assessments, comprising receptive 
and expressive tasks. Expressive tasks included Expressive One-Word Picture Vocab-
ulary Test (EOWPVT; Martin & Brownell, 2011a), a sentence repetition task (SASIT-32; 
Marinis et al., 2011) and the information score from the narrative recall task (ACE 6-
11; Adams et al., 2001). Receptive tasks included Receptive One-Word Picture Vocab-
ulary Test (ROWPVT; Martin & Brownell, 2011b), short version (40 items) of Test for 
the Reception of Grammar TROG-S; (TROG Bishop, 2003b) and narrative comprehen-
sion questions. Non-verbal reasoning was measured in Year 1, using the Block Design 
and Matrix Reasoning subtests of the Wechsler Preschool and Primary Scale of Intel-
ligence (Third Ed., Wechsler, 2003) (for details, see Norbury et al., 2017). 
 
English Vocabulary in Year 1 was assessed using the Receptive One-Word Picture Vo-
cabulary Test  (ROWPVT; Martin & Brownell, 2011b). Several other measures were 
used to characterise the EAL and monolingual groups (see Table 3). We also used 
three indices Mean Length of Utterance in words (MLUw), Clausal Density (CD) and 
Complex Syntax Type-Token Ratio (CS-TTR) as our dependent variables (see Table 1 
for explanation of concepts and our pre-registration at 
https://doi.org/10.17605/OSF.IO/SP24Y for implementation details). 
 
Procedures 
 
At each assessment point, a trained researcher met the child for a two-hour session 
in a quiet space in the child’s school. Children completed the Assessment of Compre-
hension and Expression (ACE-Recall) Narrative Recall task (Adams et al., 2001), which 
required the child to listen to a story about a monkey and a parrot, read by an English 
first language speaker and played over headphones. The child simultaneously fol-
lowed a PowerPoint presentation on the computer screen with eight pictures depict-
ing the story. Immediately after the listening, the researcher asked the child to retell 
the story while the pictures remained on the screen. After the retelling the child was 
asked to answer comprehension questions, which were transcribed and scored 
straight after the assessment. Children’s narratives were recorded using a dictaphone 
and later transcribed by trained student research assistants.  
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Table 1. Methods of measuring complex syntax in narratives and the rationale for us-
ing them. 
 
Measure Definition Rationale 
Mean 
Length of 
Utterance 
in words 
(MLUw) 

The total number 
of words in each 
utterance divided 
by the total num-
ber of utterances. 

1. A simple way of measuring syntactic complexity 
development because every new grammatical con-
struction in early child’s language increases the ut-
terance length (R. W. Brown, 1973), 

2. Mainly used with children’s language samples but 
some evidence that can successfully be used with 
older participants, even until adolescence and 
adulthood (Nippold et al., 2005). 
 

Clausal 
density 
(CD) 

The mean num-
ber of clauses per 
utterance, where 
utterance is de-
fined as a main 
clause with any 
dependent 
clauses (Hunt, 
1965; Loban, 
1976) 
 

MLUw might not be sufficient to assess the grammar 
complexity: possible to produce longer simple sen-
tences without employing more complex syntactic 
structures (1). 

(1) Afterwards the monkey immediately showed the 
parrot the juicy pineapple with a green crown. 

(2) The monkey showed the parrot the pineapple, 
which had a green crown. 

CD rewards for a higher number of dependent clauses 
attached to the main clause, e.g. (1) would score 1, 
while (2) would score 2 (two clauses within the utter-
ance). 
 

Complex 
syntax 
Type-To-
ken Ratio 
(CS-TTR) 
 

The novel esti-
mate of syntactic 
diversity: the 
mean number of 
different depend-
ent construction 
types relative to 
all dependent 
clauses pro-
duced. 

CD does not change depending on whether a speaker 
uses the same type of a subordinate clause throughout 
the narrative (3), or whether they use different types 
(4).  

(3) The monkey showed the parrot the pineapple, 
which had a crown that was green.  

(4) After the monkey returned, he showed the parrot 
the pineapple, which had a green crown. 

MLUw and CD provide quantitative estimates, but 
syntactic diversity is necessary for a more qualitative 
description of the development of complex sentences. 
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Narrative Analysis 
 
Our coding manual (Witkowska, Lucas, & Norbury, 2021; https://osf.io/wqgz9/), based 
on Frizelle et al. (2018), described the process of splitting and coding the narratives. 
We divided sentences into clauses following a general rule of no more than one verb 
in each line, except for no-verb clauses (zero verbs), and go AND do and go do con-
structions (two verbs but treated as one: e.g. The monkey went and searched for treasure, 
Go look under the curtain) (Frizelle et al., 2018). After splitting, narratives were trans-
ferred to Microsoft Excel and saved as comma-separated values (.csv) files. 
 
Table 2 presents clause types distinguished in the coding manual (Witkowska, Lucas, 
& Norbury, 2021). Grammatical errors, word omissions or substitutions were not 
treated as prerequisites for discounting a clause. For example, a clause He fellen down 
was coded as a main clause despite the error in the past tense of fall. Where two codes 
were possible, we chose the code that indicated the most syntactically complex sen-
tence. For instance, if a clause could either be coded as reported speech or impera-
tive, we chose the first option because a main clause together with that reported 
speech clause would form a more syntactically complex sentence (one sentence with 
two clauses, i.e. (main) The monkey said (reported speech) “Find me some treasure!”) 
than a main clause and an imperative clause (two sentences, one clause each, i.e. 
(main) The monkey said (imperative) “Find me some treasure!”).  
 
We made the following adaptations to Frizelle et al.’s (2018) coding scheme: 
- Introduction of causal clause (separate codes for its finite and non-finite ver-

sions), expressing a reason for an event happening with a subordinate conjunc-
tion because and thus crucial for a high-quality narrative production. Previ-
ously, causal adverbial clauses (e.g. The monkey went back because he was tired) 
were part of an adverbial category (e.g. When the parrot came, monkey was an-
noyed), while causal non-finite non-complements (e.g. The monkey left the tree 
to search for treasure) were grouped together with other non-causal non-com-
plements (e.g. There was a monkey hanging on the high branch). 

- Separate code for imperatives (e.g. Go to the forest!), usually expressing com-
mands or requests, because their lack of overt subjects makes them syntacti-
cally distinct from English main sentences. 

- Separate code for verb phrases (e.g. Locked the parrot in the cage.) to reward 
children for producing more fully-developed simple sentences than no-verb 
utterances, despite omitting the obligatory subject.  

- Preserving false starts, fillers, repetitions and unfinished sentences in the tran-
scriptions but clearly labelling them in separate lines and excluding from syn-
tactic complexity calculations.  
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Table 2. Codes for clause types with a short definition and a typical example. 
 
Code Clause type Description Example 
x No-verb phrase A non-clause which does not 

contain a verb. 
The end.  
Treasure. 

m Main A standalone sentence, typically 
following subject-verb-object 
word order. 

The monkey locked 
the parrot in the cage. 

m+ Main with 
elided subject 

A clause that could be a main 
clause if the subject had not 
been elided. 

A parrot came and 
made lots of noise. 

cf Finite 
complement 

A complement clause with a 
marked/tensed verb. 

He knew that it 
wasn’t treasure. 

cn Non-finite 
complement 

A complement clause containing 
an unmarked verb (not 
indicative of tense or number). 

If you want me to 
leave the tree... 

n Non-finite, non-
complement 

A clause that contains an 
unmarked verb (not indicative 
of tense or number) and is not a 
compulsory part of the 
sentence. 

There was a monkey 
hanging on a high 
branch. 

n+ Causal non-
finite non-
complement 

A non-compulsory clause that 
contains an unmarked verb and 
has a causal meaning 

The parrot was 
squawking to get the 
monkey off the tree. 

cr Reported speech A complement clause that 
consists of a direct quotation of 
one of the characters. 

The parrot said “let 
me out.” 

a Adverbial A clause typically specifying 
locational or temporal 
information related to the main 
clause. 

I won’t go away until 
you find me some 
treasure. 

ca Causal 
Adverbial clause 

A clause that contains a cause-
and-effect relationship, typically 
specifying a hypothetical 
situation with its consequences. 

The monkey went to 
the village because he 
was tired. 
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Code Clause type Description Example 
i Imperative A clause without an overt 

subject, containing an implied 
subject “you.” 

Don’t talk to me. 
Go to the forest. 

vp Verb phrase An utterance composed 
exclusively of a verb phrase 
(missing the subject). 

Locked the cage. 
Was hanging on the 
tree. 

cc Comment 
Clause 

A clause expressing the 
speaker’s attitude towards the 
sentence. 

I think he’s picking up 
the scarf. 
It looks like the 
monkey is annoyed 

co Other comment A clause expressing a general 
comment unrelated to the 
content of the story. 

I’m not sure. 
That’s all I 
remember. 

u Unfinished 
utterance 

An abandoned utterance that is 
followed by the start of a new 
clause.  

He’s got> He’s taken 
the parrot to the 
treasure. 

rr Repetition/filler/ 
false start 

A repetition of a word or clause, 
sentence-initially or otherwise; 
the use of filler words or just the 
initial letter or syllable of an 
intended utterance (false start). 

Ummm 
Let me out (let me 
out). 
(The m) the monkey 
said... 

ui Unintelligible 
clause 

An utterance where at least 20% 
of the words are unintelligible 
and cannot be transcribed. 

The parrot *** the 
monkey. 

 
Note. These codes are a mix of Frizelle et al.’s (2018) codes together with our additions. 
All codes are described in detail in our syntactic coding manual (Witkowska et al., 
2021). 
 
The first and second authors prepared the narratives for coding. Two trained research 
assistants, the third and fourth author, coded all the transcripts, blind to group (EAL 
vs. Monolingual). Twenty-five narratives (out of 213, 11.7%) were double-coded by the 
third and fourth author. All coding queries were documented in an Excel spreadsheet 
and responded to by the first and second author on an ad-hoc basis.  Weekly coding 
meetings with all the authors were an opportunity to resolve difficult issues and to 
ask further clarification questions. Their agreement on clause codes was good 
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(Cohen’s Kappa = 0.85, z = 55.8, p < .001), as was the agreement on the number of 
grammar errors in each clause (Intra-Class Correlation, ICC = 0.75, F(1256, 1257) = 
6.85, p < .001). The two coders also agreed 97 per cent of the time on verbs used in 
each clause. 
 
Data analysis 
 
This study was pre-registered on the Open Science Framework (Witkowska, Lucas, 
Jelen, et al., 2021; https://doi.org/10.17605/OSF.IO/SP24Y). Deviations from the plan 
are mentioned in the Results section. Analyses were conducted in RStudio (R Core 
Team, 2020) and data and analysis scripts are available on the Open Science Frame-
work (https://osf.io/cgw9j/). 
 
Sample Size and Power Calculation 
 
Power curves were modelled (using pwr package; Champely, 2020) for a between-
group comparison (independent-samples t-test) as a function of sample size (n = 61 
for each group) for three effect-sizes d = 0.3 (small), 0.5 (medium) and 0.8 (large). The 
modelling showed 80% power to detect an effect size of 0.5, and 38% power to detect 
an effect size of 0.3. 
 
Missing Data 
 
Narrative data were available for 54 children with EAL and 55 monolingual children 
in Year 1, and for 51 children with EAL and 53 monolinguals in Year 3. Children who 
were seen for assessment but did not produce a story (6 children with EAL and 4 mon-
olinguals in Year 1, and 3 monolinguals in Year 3) were assigned a score of 0 on each 
outcome measure to reflect their minimal expressive language.  
 
Missing narratives that were excluded from analysis included those with no audio-
recording (1 child with EAL and 2 monolinguals in Year 1) and families lost to follow-
up (10 children with EAL and 5 monolinguals in Year 3). Children who were not fol-
lowed-up in Year 3 did not consistently differ from those who remained in the study 
on any of the measured variables, including socio-economic status (EAL group: Mno-

follow-up = 18124.2 and Mrest = 17218.2, p = .753; MONO group: Mno-follow-up = 24344.00 and 
Mrest = 21757.38, p = .457); vocabulary Year 1 (EAL group: Mno-follow-up = 65.5 and Mrest = 
69.55, p = .419; MONO group: Mno-follow-up = 75.4  and Mrest = 77.29, p = .8); or ACE Narra-
tive Information scores in Year 1 (EAL group: Mno-follow-up = 11.75 and Mrest = 9.72, p = 
.325; MONO group: Mno-follow-up = 10.75 and Mrest = 10.87, p = .96). 
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We had intended to use Full Information Maximum Likelihood estimation to account 
for missing data, but this could not be used within the framework of lme4 as pre-reg-
istered. However, one advantage of linear mixed models (LMMs) is that only an ob-
servation at a specific time point is excluded from the analysis, not all observations 
from the same participant, and thus LMMs are robust to handle the missing data. That 
allowed use of data from 60 children with EAL and 59 monolingual children in Year 1 
and 51 children with EAL and 56 monolingual children in Year 3. In total, 226 obser-
vations were used in each LMM.  
 
Statistical Analysis for Confirmatory Analyses 
 
We employed linear mixed models (LMMs), using lme4 package (D. Bates et al., 2015), 
that account for the non-independence of the data (V. A. Brown, 2020), that is, the fact 
that within-children scores were more similar to each other than between-children 
scores. LMMs are also robust to unequal sample sizes (Baayen et al., 2008). We 
acknowledge that the growth in the measures of interest might not be linear, how-
ever, a growth curve analysis with quadratic or cubic terms could not be implemented 
with only two testing points.  
 
For Research Questions 1-3, two separate LMMs with MLUw and CD as dependent 
variables were run, with Group (EAL vs. MONO), Age (in months) and English Vocab-
ulary in Year 1 (ROWPVT-4 score) as fixed effects and Child ID as by-participants ran-
dom intercept. The models also contained the following interactions: Group x Age, 
Group x English Vocabulary, Age x English Vocabulary, and Group x Age x English 
Vocabulary. To correctly interpret the interactions, Age and Vocabulary scores were 
centred, thus 0 means an average age in Year 1 and an average vocabulary score in 
Year 1 respectively. We used Age (in months) instead of Timepoint to account for our 
use of variable testing lags between each Timepoint (Year 1 and Year 3). 
 
A maximal random effect structure (Barr et al., 2013) comprised by-participants 
(Child ID) random intercept to account for the initial variation in the complexity of 
the children’s narratives. By-participants random slope was not possible because we 
had only one observation (one MLUw or CD score) per child per timepoint. 
 
For Research Question 4, a separate LMM was constructed with CS-TTR as dependent 
variable. It included Group and Age fixed effects, by-participants (Child ID) random 
intercept and the Group x Age interaction.  
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Results 
 
Background Measures 
 
Children with EAL and their monolingual peers were matched on sex, age at Year 1 
(within two months), and their teacher-rated, English language proficiency status 
(NPS/HR/LR) derived from their CCC-S score (see Table 3).   
 

Table 3. Descriptive statistics for background variables for EAL and Monolingual 
groups (raw scores are provided for standardised assessment). 
 
Variable EAL MONO t-test  

M (SD) M (SD) t(df) p 
Year 1 Participants – n  

Female – n (%) 
61 

29 (47.5%) 
61 

29 (47.5%) 
NA NA 

Year 3 Participants - n  
Female – n (%) 

51 
23 (45%) 

56 
28 (50%) 

NA NA 

Year 1 Age (months) 71.34 (4.15) 71.43 (4.24) -0.11 (120) 0.914 
Year 3 Age (months) 95.45 (4.54) 94.21 (4.25) 1.46 (105) 0.148 
Year 1 - Year 3 Lag (months) 24.43 (5.6) 22.84 (5.3) 1.51 (105) 0.134 
CCC-S 21.43 (13.82) 19.93 (14.83) 0.57 (120) 0.567 
IDACI Rank 17366.72 

(8224.72) 
21969.39 
(7373.43) 

-3.25 (120) 0.001 

Non-verbal reasoning 25.8 (4.17) 25.62 (4.57) 0.23 (119) 0.815 
Year 1 Receptive Vocabulary 68.89 (14.33) 77.13 (15.74) -3.03 (120) 0.003 
Year 3 Receptive Vocabulary 96.16 (14.34) 94.73 (16.99) 0.47 (104) 0.642 
Year 1 Receptive Grammar 20.66 (8.84) 23.63 (7.76) -1.97 (119) 0.051 
Year 3 Receptive Grammar 26.8 (7.25) 28.98 (7.79) -1.48 (103) 0.142 
Year 1 Narrative information 
score 

10.02 (5.34) 10.86 (4.44) -0.91 (110) 0.365 

Year 3 Narrative information 
score 

15.82 (4.6) 14.47 (5.48) 1.36 (102) 0.177 

 
Note. Abbreviations: CCC-S – Children’s Communication Checklist-Short; SES – Socio-
Economic Status operationalised as IDACI rank; Non-Verbal reasoning = Block Design 
and Matrix Reasoning subtests from the Wechsler Preschool and Primary Scale of In-
telligence; Receptive Vocabulary = ROWVPT-4; Receptive Grammar = TROG-S; Narra-
tive Information Score derived from the ACE Narrative sub-scale.  
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Children in the two groups did not differ with respect to age at Year 3, time lag be-
tween Year 1 and Year 3 assessments, or non-verbal reasoning. Children with EAL 
lived in more economically deprived areas and had poorer English vocabulary in Year 
1, but not in Year 3, compared to monolingual peers. Receptive grammar (TROG-S) 
was marginally lower for the EAL group relative to monolingual pupils in Year 1, but 
not in Year 3. The groups did not differ on narrative information scores at either time 
point, indicating that their stories contained a similar number of key narrative events. 
 
Narrative Characteristics 
 
Prior to the main analysis, children’s narratives were characterised with respect to 
several factors potentially relevant for the explanation of the main findings. 
 

Table 4. Means and SDs of narrative characteristics between EAL and Monolingual 
groups in Years 1 and 3. 
 
Variable EAL MONO 

    
 

Year 1 Year 3 Year 1 Year 3 Year 1 t-test Year 3 t-test  
M (SD) M (SD) M (SD) M (SD) t(df) p t(df) p 

Utterances 
(n) 

17.96 
(7.65) 

22.94 
(7.03) 

16.62 
(5.01) 

18.98 
(5.92) 

1.08 
(91.16) .281 3.11 

(102) .002 

Dependent 
clauses (n) 

7.65 
(5.52) 

12.37 
(6.7) 

6.72 
(4.48) 

12.8 
(6.6) 

0.94 
(100) .348 -0.33 

(100) .744 

Different 
verbs (n) 

14.74 
(6.64) 

20.02 
(5.26) 

14.24 
(4.5) 

18.62 
(5.67) 

0.46 
(93.05) .644 1.3 

(102) .196 

Grammar   
errors (n) 

4.37 
(3.19) 

3.61 
(3.86) 

3.42 
(3.63) 

2.32 
(1.95) 

1.45 
(107) .149 2.13 

(73.27) .036 

Children with 
at least one 
grammar    
error - n (% 
of all chil-
dren in that 
group) 

52 
(96%) 

48 
(94%) 

45 
(82%) 

45 
(85%) NA NA NA NA 

 
Note. Calculation excludes 10 children in Year 1 and 3 children in Year 3 who did not 
produce the narrative. 
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Table S1 (supplementary materials) shows the number of clause codes excluded from 
the main analysis (unfinished and unintelligible utterances, comments unrelated to 
the story, repetitions, fillers and false starts). There were numerically more repeti-
tions and false starts in the EAL group than in the monolingual group.  
 
Children produced stories of similar length in Year 1, while in Year 3 children with 
EAL produced longer stories than monolingual peers (see Table 4). Children in the 
two groups at both time points employed a similar number of dependent clauses. The 
mean number of grammar errors was numerically higher in the EAL than in the mon-
olingual group at both time points but the difference was statistically significant only 
in Year 3. Of all children who produced a narrative, the vast majority committed at 
least one grammatical error at both time points, but the proportion of children who 
made at least one such error was numerically higher in the EAL group in both Years 
1 and 3.  
 
Children in the two groups used a comparable number of distinct verbs at both time 
points. A wider range of verbs was employed in Year 3 relative to Year 1. Figure S2 (in 
supplementary materials) illustrates that the top 10 most frequently employed verbs 
– likely driven by the narrative content – by children with EAL and their monolingual 
peers were almost the same, with “be”, “find” and “say” always being in the top 3.  
 
Correlations 
 
Pearson’s correlations are provided in Figure 2 as they not only show the relationships 
between key variables but might also be useful for future meta-research. Syntactic 
complexity indices were more stable between Year 1 and Year 3 in the monolingual 
group relative to the EAL group (see Figure 2 for Pearson’s correlations), indicating 
more variation in growth trajectories within the EAL group relative to the Monolin-
gual group. 
 
Main Analysis 
 
Research Question 1-3: Syntactic Complexity 
 
The means and standard deviations of the outcome measures are in Table 5, while the 
distribution of MLUw and CD is shown in Figure 3. Contrary to the pre-registration, 
we decided not to exclude outliers as we were interested in children who span the 
range of language proficiency. Removing extreme, but relatively frequent, observa-
tions would not address the heterogeneity of language skills in both groups and there-
fore blur the real-life picture. As models with MLUw and CD as dependent variables 
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(see Table 6) had statistically significant interactions, the lower-order effects could 
not be interpreted as main effects but as simple effects, when all other predictors are 
equal to 0 (V. A. Brown, 2020). 
 
There was no simple effect of Group for participants of average age and English vo-
cabulary in Year 1, and no two-way interactions.  
 

 
Figure 2. Correlations between Year 1 and Year 3 syntactic complexity indices 
(MLUw and CD) as well as English vocabulary for EAL and Monolingual groups. All 
correlations were highly statistically significant (p < .009). 

 
 

Table 5. Descriptive statistics for syntactic complexity (MLUw and CD) and syntac-
tic diversity (CS-TTR) indices for EAL and Monolingual groups in Years 1 and 3. 
 
Outcome EAL MONO  

Year 1 Year 3 Year 1 Year 3  
M (SD) M (SD) M (SD) M (SD) 

MLUw 5.95 (2.73) 8.02 (1.24) 6.38 (2.33) 7.82 (2.56) 
CD 1.15 (0.53) 1.52 (0.28) 1.21 (0.43) 1.49 (0.5) 
CS-TTR 0.54 (0.34) 0.5 (0.2) 0.55 (0.28) 0.48 (0.26) 
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Figure 3. Distributions of syntactic complexity indices (MLUw and CD) for the EAL 
and Monolingual groups in Years 1 and 3. 
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The statistically significant Group x Age x Vocabulary interaction indicated that the 
pattern of growth in syntactic complexity is different for EAL and monolingual 
groups. It is also dependent on the English vocabulary size in Year 1 (see Figure 4). 
For the EAL group, the higher the English vocabulary knowledge in Year 1, the lower 
the rate of growth in syntactic complexity. For the monolingual group, it was the op-
posite; the rate of syntactic growth increased with higher vocabulary size in Year 1.  
 

 
Table 6b. Results of the linear mixed model with CD as a dependent variable. 
 
Effect Estimate SE 95% CI p    

Lower Upper 
 

Fixed 
     

Intercept 1.149 0.047 1.056 1.242 <.001 
Group 0.093 0.067 -0.040 0.225 .168 
Age 0.011 0.002 0.007 0.015 <.001 
English Vocabulary 0.015 0.003 0.009 0.020 <.001 
Group x Age 0.003 0.003 -0.003 0.009 .280 
Group x English Vocabulary 0.009 0.004 0.000 0.017 .054 
Age x English Vocabulary 0.000 0.000 0.000 0.000 .102 
Group x Age x English Vocabulary -0.001 0.000 -0.001 0.000 .004 

 
Note. SE = Standard Error, CI = Confidence Interval. Group: 0 = monolingual, Age – 
centred: 0 = mean age in Year 1, English Vocabulary – centred: 0 = mean vocabulary 
in Year 1. 
 

Table 6a. Results of the linear mixed model with MLUw as a dependent variable. 
 
Effect Estimate SE 95% CI p    

Lower Upper 
 

Fixed 
     

Intercept 6.083 0.235 5.620 6.546 <.001 
Group 0.390 0.335 -0.271 1.050 .246 
Age 0.054 0.011 0.033 0.075 <.001 
English Vocabulary 0.084 0.015 0.055 0.114 <.001 
Group x Age 0.020 0.015 -0.010 0.050 .181 
Group x English Vocabulary 0.038 0.022 -0.005 0.082 .083 
Age x English Vocabulary 0.001 0.001 0.000 0.002 .188 
Group x Age x English Vocabulary -0.003 0.001 -0.005 -0.001 0.001 
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Figure 4a. Mean growth trajectories in CD between Year 1 and Year 3 for children 
with EAL and their monolingual peers with Low (below the EAL mean vocabulary 
score in Year 1, 68.89; n = 33 and n = 13 respectively), Average (between the EAL 
mean (68.89) and the monolingual mean (77.13) vocabulary score in Year 1; n = 8 
and n = 17 respectively) and High (above the monolingual mean vocabulary score 
in Year 1; n = 20 and n = 31 respectively) English vocabulary in Year 1. 

 
 

 

Figure 4b. Individual growth trajectories in CD between Year 1 and Year 3 for chil-
dren with EAL and their monolingual peers with Low, Average and High English 
Vocabulary in Year 1. 
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Children with EAL and lowest vocabulary scores (below the EAL mean vocabulary 
score in Year 1, 68.89) experienced faster growth in syntactic complexity than mono-
lingual children with similar vocabulary scores. Children with EAL who had average 
vocabulary (between the EAL mean (68.89) and the monolingual mean (77.13) vocab-
ulary score in Year 1) showed roughly parallel rates of growth in syntactic complexity 
to their monolingual peers with the same average vocabulary size. For children with 
EAL whose vocabulary in Year 1 was above the monolingual mean, the predicted rate 
of growth in syntactic complexity decreased and fell below the monolingual rate of 
growth, while monolingual children with the highest vocabulary scores in Year 1 ex-
hibited the fastest growth in syntactic complexity among all monolingual partici-
pants. 
 
Research Question 4: Syntactic Diversity 
 
CS-TTR was introduced to quantify syntactic diversity in addition to syntactic com-
plexity. However, many CS-TTR scores were located on the edges of the distribution, 
taking a value of 0, indicating that all clauses were the same, or a value of 1, showing 
that each clause was of a different type. The residuals distribution was not normal, 
therefore we could not run a linear mixed model with CS-TTR as a dependent varia-
ble.  
 
Following Frizelle and colleagues (2018), we report the proportion of children who 
retold the story and produced at least one example of a given clause type (see Table 
7). Almost all children could construct a main sentence, but there was a substantial 
proportion of children in both groups that used verb phrases or no-verb utterances. 
In Year 1, more than two out of five children in both groups resorted to no-verb 
phrases. In Year 3, this figure dropped considerably in the EAL group, but remained 
similar in the monolingual group. 
 
We can also see different patterns of clause use employed by children with EAL and 
their monolingual peers over time. In Year 1, similar proportions of children across 
the two groups used finite complements (cf), relative (r) and non-complement non-
finite (n) clauses. In Year 3, 69 per cent of children with EAL employed finite comple-
ments compared to 45 per cent of monolingual children. The opposite was found for 
non-complement non-finite and relative clauses, with a higher proportion of mono-
lingual children using these types of clauses than children with EAL (42 vs. 33% and 
47 vs. 31% respectively).  
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With respect to clauses most relevant for constructing a coherent story, different de-
velopmental patterns were observed for causal adverbials (ca) and non-complement 
non-finite clauses with a causal meaning (n+). Causal adverbials (e.g. so he couldn’t 
talk, ‘cause this is not your tree, if you bring me some treasure) were used by a similar 
proportion of children in both groups at both time points (above 50% in Year 1 and 
almost 75% in Year 3). Non-finite clauses with a causal meaning (e.g. [then he’s going 
out] to get some things, [so the monkey set out] to find some treasure), produced by a 
smaller proportion of children, were employed by more monolingual children than 
children with EAL at both time points, with the difference being especially large in 
Year 3 (12 vs. 26%). 
 
Table S3 (supplementary materials) demonstrates the frequency of clause use in the 
children’s narratives. Children in both groups employed main clauses roughly two-
thirds of the time in Year 1, but they became less frequent in Year 3, particularly in 
the monolingual group. Overall, there were no large differences between the two 
groups at either time point, as different types of complex clauses appeared roughly 
the same number of times as in the narratives of monolingual children and those with 
EAL.  
 

Table 7. Proportions of children who retold the story and produced at least one ex-
ample of a given clause type for EAL and Monolingual groups in Years 1 and 3. 
 
Clause 
code 

Clause type EAL MONO 
 Year 1 Year 3 Year 1 Year 3 

m main 0.96 1 1 1 
m+ main with elided subject 0.69 0.82 0.58 0.91 
cr reported speech 0.63 0.88 0.62 0.83 
cn non-finite complement 0.57 0.78 0.55 0.75 
ca causal adverbial 0.54 0.75 0.56 0.72 
x no-verb phrase 0.41 0.24 0.45 0.4 
a adverbial 0.33 0.45 0.2 0.58 
vp verb phrase 0.31 0.2 0.31 0.26 
cf finite complement 0.3 0.69 0.36 0.45 
r relative 0.22 0.33 0.18 0.42 
n non-finite, non-complement 0.19 0.31 0.18 0.47 
i imperative 0.15 0.22 0.07 0.3 
n+ causal non-finite non-complement 0.07 0.12 0.11 0.26 
cc comment clause 0.06 0.04 0.04 0.08 
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Exploratory Analysis 
 
The Relationship Between Growth in Syntactic Complexity and Growth in English Vo-
cabulary 
 
We further investigated what motivates faster growth in syntactic complexity in the 
EAL low-vocabulary group. Our hypothesis was that it might be related to greater 
growth in English vocabulary. 
 
An additional LMM with English Vocabulary as dependent variable, Age and Group 
as fixed effects and by-participants random intercept estimated a significant Group x 
Age interaction (β = 0.319, SE = 0.092, 95% CI [0.136, 0.501], p <.001), which indicated 
that children with EAL indeed developed their vocabulary faster than their monolin-
gual peers. 
 
Then, associations between the magnitude of growth in syntactic complexity and in 
vocabulary were computed. Growth in vocabulary, MLUw and CD was calculated as a 
difference between Year 1 and 3 raw scores.  
 

Table 8a. Pearson’s correlations between growth in syntactic complexity (MLUw 
and CD) and English vocabulary for all participants with observations at both time 
points (n = 106). 
 
Correlation EAL MONO  

r p r p 
MLUw growth – Vocabulary growth 0.05 .733 0.09 .514 
CD growth – Vocabulary growth 0.12 .397 0.18 .201 
 
 

    

Table 8b. Pearson’s correlations between growth in syntactic complexity (MLUw 
and CD) and English vocabulary for participants whose growth on each variable 
was greater than 0 (n = 76). 
 
Correlation EAL MONO  

r p r p 
MLUw growth – Vocabulary growth 0.24 .136 <0.001 .984 
CD growth – Vocabulary growth 0.22 .177 0.17 .321 
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Pearson’s correlations between growth in vocabulary and growth in syntactic com-
plexity (both MLUw and CD) were weak and not statistically significant in both EAL 
and monolingual groups (see Table 8), despite moderate-to-strong correlations be-
tween syntactic complexity (MLUw and CD) and English vocabulary in Years 1 and 3 
(see Figure 2). 
 
The same correlations were calculated for 76 out of 106 children who exhibited posi-
tive growth on each outcome measure to account for regression to the mean and 
measurement errors. Correlations in the monolingual group were even weaker than 
previously, while correlations in the EAL group were considerably larger, although 
did not reach statistical significance.  
 
The Effect of SES on Syntactic Complexity  
 
Given group differences in SES, we included SES as a covariate in the LMMs with 
MLUw and CD as dependent variables. SES had a statistically significant effect on both 
measures (MLUw: β = 0.081, SE = 0.031, 95% CI [0.021, 0.142], p =.009; CD: β = 0.017, 
SE = 0.007, 95% CI [0.004, 0.03], p =.012). In neither case did the inclusion of SES alter 
the main finding, that level of Year 1 English Vocabulary is associated with growth in 
syntactic complexity. However, we note that due to the sample size, the models did 
not have sufficient power to examine a four-way interaction.    
 

Discussion 
 
Our study follows a unique cohort over a two-year period that spans a range of English 
language proficiency, has been in formal English language schools from school entry, 
and has been measured on the same narrative assessment on two occasions. This 
gives us a rare opportunity to look at the development of complex syntax using a more 
naturalistic task. Having matched children with EAL and their monolingual peers for 
English language proficiency at school entry, we see rather few differences between 
groups on syntactic complexity or growth. However, early levels of English vocabu-
lary may differentially influence the rate of growth in syntactic complexity in the two 
groups. What is also note-worthy is the rapid progress of children with EAL at the tail 
of the Year 1 distribution, which could reflect their increased exposure to rich aca-
demic language. We now consider our research questions in more detail. 
 
Did the Narratives of Children with EAL and Their Monolingual Peers Differ in Syn-
tactic Complexity? 
 
Contrary to our predictions, we found no difference in syntactic complexity (MLUw 
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and CD) in Year 1 and Year 3 between the narratives of children with EAL and their 
monolingual peers. Mean syntactic complexity scores in our study were broadly sim-
ilar to previous reports (Cahill et al., 2020; Castilla-Earls et al., 2019; Frizelle et al., 
2018), although including children with varying English language skills in our study 
resulted in more variation than in the previous studies.  
 
Our results provide stronger evidence for Cahill et al.’s (2020) report of no statistically 
significant difference between children with EAL and their monolingual peers on syn-
tactic complexity. Our sample was also more linguistically diverse, thus the finding 
can be extended beyond French-English speaking children in the unique Canadian 
environment. Most importantly, our study is a longitudinal study and therefore gives 
more direct evidence for developmental trajectories than previous cross-sectional 
work. 
 
There are several potential reasons for the similarities in syntactic complexity be-
tween children with EAL and their monolingual peers. First, we assumed that chil-
dren in the EAL group may have had less exposure to English at home, but we could 
not verify that assumption. Thus, children with EAL could have had English exposure 
comparable to their monolingual counterparts, or at least sufficient exposure to pro-
duce stories of similar syntactic complexity. Dixon and colleagues (2020) found that 
most children with EAL were born in the UK and received substantial English input 
at home, which – they argued – might have attenuated group differences in their sam-
ple. Furthermore, one-year exposure to English during the first school year may in-
crease exposure to academic language, which includes more complex grammatical 
forms than conversational English (Snow & Uccelli, 2009). 
 
In addition, the quantity of input may be less important than the ‘readiness’ of chil-
dren to make use of that input (see Paradis et al., 2017). The complexity hypothesis 
proposes that since cognitive maturity develops at the same time as language skills in 
first language learners, it can restrict the frequent use of complex constructions. This 
limitation would not apply to children L2 learners, as they would be older and thus 
more cognitively mature when exposed to L2, and therefore they could start produc-
ing complex clauses after a shorter language exposure than their monolingual coun-
terparts. This could explain why children from the low-vocabulary EAL group, who 
had average non-verbal reasoning, were able to use school input to accelerate their 
language learning. In turn, slow growth in syntactic complexity in the low-vocabulary 
monolingual group might reflect reduced language input but could also be indicative 
of broader neurodevelopmental difficulties (such as language disorder) that make it 
more challenging to learn language from typical home or school input. 
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Our matching design meant that children with different levels of teacher-rated Eng-
lish language proficiency at school entry were distributed evenly across the EAL and 
monolingual groups. Considering the heterogeneity of language skills in both groups 
enabled us to estimate the effect of bilingualism, without confounding it with initial 
differences in English language proficiency. As a side note, our design might have 
contributed not only to similar syntactic complexity in the two groups, but also to the 
EAL group “catching up” in receptive vocabulary by age 7-8, an unusual finding in the 
literature (e.g. compare with Dixon et al., 2022). Very few studies employ such match-
ing; usually a random sample of children with EAL and monolingual peers is selected, 
in contrast to our more balanced sample. This means that in our study children with 
EAL did not have to aim that high to achieve results comparable to their monolingual 
peers. 
 
Furthermore, the narrative retelling task might have constrained the range of syntac-
tic structures produced, enhancing similarities between the groups. The narratives 
exhibited striking similarities in both groups (e.g. equal story length, frequent use of 
the same verbs) and exposure to the model story might have provided useful (or nec-
essary) scaffolding, enabling children with EAL to demonstrate their best storytelling 
and syntactic skills. This scaffolding may be less important for monolinguals, espe-
cially those with good vocabulary knowledge. 
 
Similar syntactic complexity in the narratives of children with EAL and their mono-
lingual peers also offers an interesting insight into the distinction between two com-
ponents of grammar: syntax and morphology. Most children in the two groups at both 
time points committed at least one grammatical error and children with EAL commit-
ted more grammatical errors than their monolingual peers. Although we did not code 
specific error types, syntactic errors (such as wrong word order) were rare, whereas 
morphological errors were common (e.g. missing 3rd person singular –s, or past tense 
–ed). This would indicate that morphology might be a relative weakness of children 
with EAL (Bratlie et al., 2022), while complex sentences are a relative strength (Para-
dis et al., 2017). 
 
Finally, we were unable to assess grammatical complexity in the child’s home lan-
guage(s) but acknowledge that this might play a role in the development of English 
syntax. Grammatical features can transfer from one language to another (Yip & Mat-
thews, 2007), which might be responsible for ungrammatical or atypical construc-
tions (Otwinowska et al., 2020). Simultaneously, there is some evidence that hearing 
a syntactic construction in one language can make children with EAL more likely to 
produce this construction in another language (e.g. Hervé et al., 2016; Vasilyeva et al., 
2010; Wolleb et al., 2018), even if the primed construction is ungrammatical in the 
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target language (Hsin et al., 2013). This suggests that a heritage language can provide 
scaffolding for children to learn similar constructions in another language, which 
could compensate, at least to some extent, for lesser exposure to the societal lan-
guage. 
 
Did the EAL and Monolingual Groups Differ in the Rate of Growth in Syntactic Com-
plexity? 
 
In general, both groups experienced growth in syntactic complexity during the two-
year period. However, growth trajectories for the EAL and monolingual groups de-
pended on the English vocabulary knowledge in Year 1. Among children with low 
English vocabulary in Year 1, syntactic complexity developed faster in the EAL group 
relative to monolingual peers, but the opposite was true among children with high 
vocabulary. Children with average vocabulary showed parallel rates of growth irre-
spective of whether they spoke EAL. 
 
Notably, most children with EAL with poorer English language skills experienced 
rapid growth in syntactic complexity over the first three years in school, consistent 
with the complexity hypothesis. In contrast, monolingual children with low language 
skills demonstrated slower rates of growth that may indicate more general issues with 
language learning (Whiteside & Norbury, 2017). The slower growth in complex syntax 
of the high-vocabulary children with EAL than for the high-vocabulary monolinguals 
is quite surprising but suggestive of regression to the mean.  
 
Overall, these findings add to the existing evidence that early proficiency in the lan-
guage of instruction better predicts language growth and outcomes than the EAL label 
alone (Hessel & Strand, 2021; Whiteside & Norbury, 2017). 
 
Despite moderate-to-strong associations between syntactic complexity (MLUw and 
CD) and English vocabulary at both time points, vocabulary growth was not correlated 
with growth in syntactic complexity in neither group. This seems to be consistent with 
Valentini and Serratrice’s (2021) finding that in children with EAL in early primary 
school, vocabulary and grammar develop independently. Together with results of 
correlated growth in these two domains in younger children with EAL (aged 2;6 to 4; 
Hoff et al., 2018), it appears likely that there are developmental effects in the relation-
ship between growth in vocabulary and growth in grammar. Our exploratory finding 
is thus worth replicating on in future studies with more assessment points. 
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Did the Narratives of the EAL and Monolingual Groups Differ in Syntactic Diver-
sity? 
 
In addition to the frequency with which complex syntax was produced, we were also 
interested in the range of syntactic forms that children included in their narratives. 
Children with EAL used a similar range of constructions to their monolingual peers, 
but some types of complex clauses were produced with varying frequency in the two 
groups. All construction types were present in both groups in Year 1 but increased in 
use to Year 3. 
 
In sum, children with EAL were able to construct narratives with comparable number 
of utterances and clauses as their monolingual peers, and their stories were equally 
complex, although this was achieved through using different types of clauses with 
different frequency. Our findings provide evidence that bilinguals are not two mono-
linguals in one (Grosjean, 1989), as children with EAL in our study displayed different, 
but not detrimental, trajectories of syntactic diversity development. 
 
Strengths and Limitations of the Study 
 
This study has many strengths: it is one of few longitudinal studies comparing syntac-
tic complexity of children with EAL and their monolingual peers over a two-year pe-
riod. Using a population sample, we employed a matching design ensuring that chil-
dren with different levels of English language skills were evenly distributed across the 
two groups. Our participants with EAL were from linguistically-diverse backgrounds, 
which is the more typical situation in community schools (as opposed to a single lan-
guage community). Finally, our reliable and detailed coding manual could be used by 
educators to track the types of constructions used by children with EAL and mapped 
to grammatical forms targeted in the National Curriculum. 
 
Our study is limited by the lack of data on home language exposure, both concurrent 
and prior to school entry. This would have allowed us to compare the English input 
in the monolingual and EAL groups and quantify the extent of the possible cross-lin-
guistic transfer. However, in the UK context with over 300 languages spoken in 
schools (NALDIC, 2012), it is difficult for schools to collect this type of information 
about their pupils, and there is a lack of reliable assessment and qualified assessors 
to obtain such information directly. Additionally, despite a relatively large sample 
size giving us enough power to detect effect sizes of 0.5 or more, we had less power to 
detect smaller differences between the EAL and monolingual groups. Yet, the numer-
ically higher Year 3 syntactic complexity in the EAL group than in monolinguals indi-
cates the unexpected direction of the effect, which could be replicated in future 
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studies with larger sample sizes.  
 
Our groups differed with respect to socio-economic disadvantage, despite recruit-
ment from a generally more affluent area of the UK. Inclusion of SES as a co-variate 
did not affect our primary findings, but the potentially different role that SES may 
play for children with and without EAL on language development requires further 
investigation with larger samples and more diverse socio-economic backgrounds.  
 
Furthermore, our linear mixed models were able to account for initial language abil-
ity differences across children (random intercepts) but could not take into considera-
tion by-participant differences in the rate of change. To construct models with ran-
dom slopes, a longitudinal study with at least three time points is necessary.  
 
The study also spotlighted one caveat to using a narrative task despite its many bene-
fits: children might produce stories that are not a true reflection of their underlying 
maximal language skills. Therefore, replicating the analysis of the relationship be-
tween vocabulary and growth in syntactic complexity using different tasks (for exam-
ple, expository discourse) would be necessary to examine the consistency of the ef-
fects we found in this study. 
 
Educational Implications 
 
Our results can serve as reference data on the development of complex sentences in 
children with EAL and their monolingual peers. Furthermore, story retelling appears 
to be a useful pedagogical tool for assessing children’s knowledge of syntactic con-
structions and identifying practice targets, minimising word-finding demands for the 
EAL group. 
 
Conclusions 
 
We found no difference between children with EAL and their monolingual peers on 
syntactic complexity, but different developmental patterns of syntactic diversity. 
Growth in syntactic complexity varied by initial English vocabulary knowledge, with 
the fastest growth experienced by low-vocabulary children with EAL and high-vocab-
ulary monolingual children. Children with EAL made more grammatical errors than 
monolinguals at both time points but achieved comparable syntactic complexity, 
which suggests that errors might create a false perception of their relatively strong 
syntactic skills.  
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Supplementary Materials 
 

Table S1. The mean number of other comments (co), repetitions (false starts and 
fillers; rr), unfinished (u) and unintelligible (ui) utterances for the EAL and Mono-
lingual groups in Years 1 and 3. 
 
Clause 
type 

EAL MONO Comparison between  
EAL and MONO  

Year 1 Year 3 Year 1 Year 3 Year 1 t-test Year 3 t-test  
M (SD) M (SD) M (SD) M (SD) t(df) p t(df) p 

co 2.73 
(2.88) 

2.46 
(2.35) 

2.58 
(1.84) 

2.5 (2) 0.26 
(48.47) 

.799 -0.06 
(52) 

.952 

rr 11.63 
(8.96) 

11.69 
(6.49) 

8.67 
(6.04) 

10.44 
(7.2) 

2.02 
(92.96) 

.047 0.92 
(101) 

.36 

u 2.32 
(1.75) 

2.08 
(1.4) 

2.14 
(1.24) 

1.84 
(1.07) 

0.42 (56) .677 0.84 
(72) 

.404 

ui 1.5 
(0.55) 

1.83 
(2.04) 

1.25 
(0.5) 

1.81 
(2.26) 

0.73 (8) .486 0.02 
(20) 

.984 

 
Note. Calculation excludes 10 children in Year 1 and 3 children in Year 3 who did not 
produce the narrative. 
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Figure S2a. Comparison between EAL and Monolingual groups on 10 most frequent 
verbs in Year 1. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Figure S2b. Comparison between EAL and Monolingual groups on 10 most frequent 
verbs in Year 3. 
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Table S3. Frequency of clause use by type for EAL and Monolingual groups in 
Years 1 and 3. 
 
Clause 
code 

Clause type EAL MONO 
 Year 1 Year 3 Year 1 Year 3 

m main 0.66 0.62 0.65 0.56 
cr reported speech 0.07 0.08 0.07 0.08 
m+ main with elided subject 0.06 0.07 0.04 0.1 
cn non-finite complement 0.05 0.06 0.04 0.07 
ca causal adverbial 0.04 0.04 0.05 0.05 
vp verb phrase 0.03 0.01 0.02 0.02 
a adverbial 0.02 0.02 0.02 0.03 
cf finite complement 0.02 0.05 0.03 0.02 
x no-verb phrase 0.02 0.01 0.04 0.02 
i imperative 0.01 0.01 0 0.01 
n non-finite, non-complement 0.01 0.01 0.01 0.02 
r relative 0.01 0.02 0.01 0.02 
cc comment clause 0 0 0 0 
n+ causal non-finite, non-complement  0 0 0.01 0.01 
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Abstract: The present study examines the acoustic properties of infant-directed speech (IDS) as com-
pared to adult-directed speech (ADS) in Norwegian parents of 18-month-old toddlers, and whether 
these properties relate to toddlers’ expressive vocabulary size. Twenty-one parent-toddler dyads from 
Tromsø, Northern Norway participated in the study. Parents (16 mothers, 5 fathers), speaking a North-
ern Norwegian dialect, were recorded in the lab reading a storybook to their toddler (IDS register), and 
to an experimenter (ADS register). The storybook was designed for the purpose of the study, ensuring 
identical linguistic contexts across speakers and registers, and multiple representations of each of the 
nine Norwegian long vowels. We examined both traditionally reported measures of IDS: pitch, pitch 
range, vowel duration and vowel space expansion, but also novel measures: vowel category variability 
and vowel category distinctiveness. Our results showed that Norwegian IDS, as compared to ADS, had 
similar characteristics as in previously reported languages: higher pitch, wider pitch range, longer 
vowel duration, and expanded vowel space area; in addition, it had more variable vowel categories. 
Further, parents’ hyper-pitch, that is, the within-parent increase in pitch in IDS as compared to ADS, 
and lower vowel category variability in IDS itself, were related to toddlers' vocabulary. Our results point 
towards potentially facilitating roles of  increase in parents’ pitch when talking to their toddlers and of 
consistency in vowel production in early word learning.  
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Introduction 
 
When talking to infants and young children, adults fine-tune their speech by slowing 
it down, heightening their pitch, increasing their pitch range and extending their cor-
ner vowels (Fernald, 1989; Kuhl et al., 1997). This speech register, known as infant-
directed speech (IDS), functions as a ‘perceptual hook’ and is suggested to aid infants 
in the task of language acquisition (Cristia, 2013; Golinkoff et al., 2015). Infants prefer 
listening to IDS over adult-directed speech (ADS) already two days after birth (Cooper 
& Aslin, 1990), and this preference increases with language exposure, that is, having 
stronger effects in older infants, and in infants’ native over non-native language (The 
ManyBabies Consortium, 2020), a preference also correlating with relative language 
exposure in bilingual infants (Byers-Heinlein et al., 2021). However, there are some 
inconsistencies in the IDS research, in particular with respect to (1) which properties 
of IDS may facilitate early language development, (2) whether IDS speech is clearer 
as compared to ADS, (3) the generalisability of the results to different socio-linguistic 
contexts, and (4) the methods used to record and analyse IDS. Next, we detail each of 
these points and describe how they are addressed in the current study. 
 
Both experimental and descriptive studies have reported evidence suggesting that IDS 
may facilitate language development. Experimental studies have shown that stimuli 
(words and sentences) that imitate prototypical IDS characteristics facilitate word 
segmentation (Thiessen et al., 2005), word comprehension (Song et al., 2010) and im-
mediate word learning (Graf Estes & Hurley, 2013; Ma et al., 2011). Analogously, de-
scriptive studies linking properties of parents’ IDS to children’s language outcomes 
have found positive correlations between vowel space expansion (larger triangular 
area between the three corner vowels /i/, /α/, /u/ in IDS as compared to ADS) and ex-
pressive vocabulary size (Hartman et al., 2017; Kalashnikova & Burnham, 2018), con-
sonant discrimination (García-Sierra et al., 2021; Kalashnikova & Carreiras, 2021; Liu 
et al., 2003) and complexity of child vocalizations (Marklund et al., 2021), and between 
pitch range and expressive vocabulary size (Porritt et al., 2014). Larger vowel space 
expansion has been hypothesised to increase the clarity of speech, thus making sound 
categories and words (e.g., bed vs. bad) easier to distinguish for language learners. 
This relationship has originally been observed in adult research on speech percep-
tion, when vowel space expansion, together with other phonetic features, were found 
to lead to better speech intelligibility (see e.g., Garnier et al., 2018), hence clear per-
ceived articulation of speech sounds. Yet, increased vowel space expansion per se 
does not necessarily lead to more intelligible speech (for IDS, see Cristia & Seidl, 2014; 
Miyazawa et al., 2017). Acoustic analyses of parental recordings revealed increased 
within-category variability in IDS, which might reduce speech clarity (Cristia & Seidl, 
2014; Martin et al., 2015; McMurray et al., 2013; Miyazawa et al., 2017). For example, 
Japanese mothers of 18–20-month-old toddlers extended their first and second for-
mants when talking to their child, as compared to ADS; yet the increased vowel space 
area did not lead to more distinct categories due to increased variability in vowel 
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tokens (Miyazawa et al., 2017). Thus, it remains unclear whether the relationship be-
tween vowel space expansion in IDS and infants’ language outcomes (e.g., Kalashni-
kova & Burnham, 2018) is attributed to (intentionally) clearer speech provided to the 
child by the parent, or to a different mediating factor or their combination, such as 
higher pitch and increased pitch variability, smiling and affect (Benders, 2013), or at-
tempts to appear smaller and less intimidating to the child (Kalashnikova et al., 2017), 
all of which might potentially lead to vowel space expansion.1 
 
Another central question is whether the acoustic properties of IDS – and the potential 
boosting effect of certain IDS properties in language acquisition – are similar across 
different socio-linguistic contexts, that is, cultures with varying parenting behav-
iours, and languages and dialects with varying linguistic structures. As detailed be-
low, this is likely not the case (Saint-Georges et al., 2013, and see e.g., Casillas et al., 
2020; Cristia et al., 2022 for descriptions of cultures with infrequent child-directed vo-
calisations). The majority of studies on IDS have been conducted with American Eng-
lish parents (for the overall prevalence of English in child language studies, see Kidd 
& Garcia, 2022), who have been described as having more extreme IDS properties 
than parents in other languages might display (Fernald et al., 1989), questioning the 
generalizability of the results. While higher and more variable pitch might be the two 
most robust characteristics of IDS present across most cultures and languages 
(Broesch & Bryant, 2015; Farran et al., 2016; McClay et al., 2021; Narayan & McDer-
mott, 2016; but see also Han et al., 2020, 2021), vowel space expansion, on the other 
hand, has not been reported consistently across languages. For instance, increased 
vowel space expansion in IDS vs. ADS has not been found in Dutch (Benders, 2013), 
German (Audibert & Falk, 2018), Cantonese (Xu Rattanasone et al., 2013), Lenakel and 
Southwest Tanna (McClay et al., 2021), and reported inconsistently for Norwegian 
(Englund & Behne, 2006; Kartushina et al., 2021). Further, experimental studies have 
found that neither British (Floccia et al., 2016) nor German (Schreiner & Mani, 2017) 
infants segment speech stimuli recorded in natural IDS register in their respective 
languages, unless these were prosodically exaggerated over and beyond what would 
be considered ‘natural’ British and German IDS. Overall, these findings paint the pic-
ture that IDS and its potential effect on language development are not uniform, and 
call for studies of IDS across a wider range of languages and dialectal variations.  

 
 
 
 
 
 
1 We deliberately avoid the term ‘hyperarticulation’ throughout this manuscript. Although vowel space expan-
sion is, originally, the acoustic proxy for ‘hyperarticulation’, it is, yet, a component of clear speech; in infant de-
velopment research, the term is often used interchangeably with clear speech per se, not acknowledging potential 
underlying variability in sound production that may make speech less clear (cf references in the text). 
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A final concern is the varying procedures used to elicit IDS and to measure its acoustic 
properties. For example, IDS (and ADS) have been recorded in both home (Narayan 
& McDermott, 2016) and lab-environments (Benders, 2013), during unstructured (En-
glund & Behne, 2006) or semi-structured interactions (Kalashnikova & Burnham, 
2018), elicited through a picture-description task (Weirich & Simpson, 2019) or a sto-
rybook reading (Burnham et al., 2015; McMurray et al., 2013). These differences in 
the recording contexts can influence the acoustic properties of speech (e.g., Burnham 
et al., 2015; Miyazawa et al., 2017; Tamis-LeMonda et al., 2017); thus, researchers 
should weigh the pros and cons of each procedure. In addition, researchers can ex-
amine the acoustic properties of parental speech when addressed to their child, the 
IDS per se (e.g., Hartman et al., 2017; Liu et al., 2003; Porritt et al., 2014) or the within-
parent difference between the acoustic measures of IDS as compared to ADS, mean-
ing that parents function as their own baseline (e.g., Kalashnikova & Burnham, 2018; 
Kalashnikova & Carreiras, 2021). Given that these two lines of research in fact capture 
two complementary constructs of parents’ speech – the acoustic features of IDS, and 
the acoustic difference between the two registers (or the perceived ‘adaptation’, 
whether parents modulate it, consciously or not) – there is a need for integrative stud-
ies that combine both approaches and examine their respective contribution to the 
child’s early language development. 
 
Hence, the aims of this study were three-fold. First, we sought to assess IDS in com-
parison to ADS in Norwegian parents speaking a Northern Norwegian dialect. To elicit 
IDS, we designed a child-friendly storybook2 (see Methods for details) that enabled us 
to collect 10 vowel tokens, varying in surrounding consonantal context (5 types), for 
each of the 9 Norwegian long vowels, providing a more comprehensive analysis of 
vowels addressed to the child, as compared to describing the three ‘corner’ vowels in 
previous research (as also criticised by e.g., Englund, 2018). Parents read this book to 
their 18-month-old toddler (IDS), as well as to another adult (ADS). This procedure 
ensured that elicited speech was sampled from identical linguistic contexts across the 
two registers and speakers (Steinlen & Bohn, 1999; Wang et al., 2015), providing better 
generalizability across the registers. We examined the acoustic measures of speech 
that are traditionally reported: that is, pitch, pitch range, vowel duration and vowel 
space area (Fernald, 1989; Kuhl et al., 1997; Wang et al., 2015), but also novel measures 
of vowel category variability and vowel category distinctiveness, providing novel 
proxies/indices for the clarity of speech, as an increased vowel space might also 

 
 
 
 
 
 
2 Note that, for the sake of simplicity, we refer to the storybook-elicited speech read to a child and to 
an adult as IDS and ADS, respectively. 
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contain more variability within each vowel category and, hence, lead to less distinct 
vowel categories (see e.g., Cristia & Seidl, 2014; McMurray et al., 2013). Second, we 
aimed to evaluate whether the within-parent differences – or adaptation – between 
IDS and ADS, if any, predicted the expressive vocabulary size of their 18-month-old 
toddlers (similarly to e.g., Kalashnikova & Burnham, 2018). Finally, we sought to as-
sess whether any of the acoustic measures examined in the current study for IDS, not 
the difference between registers, or adaptation, predicted toddlers’ expressive vocab-
ulary (similarly to e.g., Hartman et al., 2017). It is noteworthy that Norwegian lan-
guage uses vowel formants, vowel length and pitch accent as cues to mark lexical 
meaning. In addition, Norway is characterised by its dialect diversity, with differ-
ences in lexicons, phonemic realisation, and pitch accent patterns across dialects 
(Mæhlum & Røyneland, 2012). Given that the current knowledge about IDS in Norwe-
gian comes from speakers of the Central Norwegian dialect (Englund, 2018; Englund 
& Behne, 2005, 2006), the current study (with speakers of the Northern Norwegian 
dialect) may also highlight potential diversity of IDS in a more fine-grained manner, 
that is, within-language, but across-dialect.3 
 
For our first aim, and in line with previous studies, we expected, as per pre-registra-
tion (https://osf.io/7st6w/), that when addressing speech to their child (IDS), in com-
parison to an adult (ADS), Norwegian parents will produce: higher pitch, wider pitch 
range and increased vowel duration. With respect to the vowel space area, Englund & 
Behne (2006) found a decrease in Norwegian parents’ IDS addressed to 1–6-month-old 
infants, whereas Kartushina and colleagues (2021) found an increase in Norwegian 
parents’ IDS addressed to 8-month-old infants. These differences in vowel space can 
be due to either children’s ages (0–6-month-olds vs. 8-month-olds), differences in di-
alects (Central vs. Eastern Norwegian), or methods to compute vowel space (using /α:/ 
vs. /æ:/ as the extreme/corner open vowel in Englund & Behne, 2006 and Kartushina 
et al., 2021, respectively), or a combination of these factors. Given that the current 
study examined parents speaking a Northern Norwegian dialect directed to older tod-
dlers, and measured vowel space using the /æ:/ vowel as the most extreme open vowel 
in Norwegian, we predicted, in line with Kartushina and colleagues (2021), vowel 
space expansion in IDS, as compared to ADS. Finally, in line with recent results in 
Norwegian (Kartushina et al., 2021), English (Cristia & Seidl, 2014; McMurray et al., 

 
 
 
 
 
 
3 We note that distinguishing dialects from languages is not necessarily linguistically meaningful, as 
this distinction is primarily linked to political and cultural factors (yet, for a recent attempt, see Wich-
mann, 2020). 
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2013) and Japanese (Martin et al., 2015; Miyazawa et al., 2014), we expected vowel 
categories to be less compact and less distinct in IDS, as compared to ADS. 
 
For our second aim, to evaluate whether the within-parent differences – or adaptation 
– between IDS and ADS, if any, predict the vocabulary of their toddlers, in line with 
previous research, we expected that increases in pitch, pitch range and vowel dura-
tion would be positively related to toddlers’ expressive vocabulary. Given that pitch 
accent and vowel duration are lexically meaningful cues in Norwegian (they are used 
to distinguish words, as, for example in tak [roof] vs. takk [thanks] or bønder [farmer] 
vs. bønner [beans]), we expected that toddlers would benefit from input that empha-
sises these cues in IDS, especially since, at 18 months of age, their expressive vocab-
ulary is rapidly increasing. In addition, we expected a positive relationship between 
vowel space expansion and toddlers’ expressive vocabulary (as found in Hartman et 
al., 2017; Kalashnikova & Burnham, 2018). Finally, as we expected increased within-
vowel category variability and less between-vowel distinctiveness in IDS, as compared 
to ADS (e.g., Cristia & Seidl, 2014; McMurray et al., 2013), we anticipated that parents 
who produce less variable and/or more distinct vowel categories would, by means of 
facilitating speech sound discrimination and representations, boost their child’s word 
learning. Hence, we expected a negative relationship between vowel category varia-
bility and toddlers’ expressive vocabulary, but a positive relationship between vowel 
category distinctiveness and toddlers’ expressive vocabulary. To summarise, we hy-
pothesise that the ‘ideal’ IDS adaptation benefiting early word learning contains exag-
gerated (a) pitch and pitch range, (b) vowel duration, and (c) vowel space, and (d) 
precise vowel tokens with (e) little variability within each category. 
 
Last, and for our third aim, we assessed whether any of the acoustic measures exam-
ined in the current study for parents’ IDS itself, not the difference between the regis-
ters, predicted toddlers’ vocabulary, and we expected that the same acoustic features 
as those that were emphasised in IDS when compared to ADS (within-parent differ-
ences between the registers), would be associated with toddlers’ expressive vocabu-
lary. That is, parent-specific pitch, pitch range, vowel duration, vowel space area and 
vowel category distinctiveness in IDS would be positively related to toddlers’ expres-
sive vocabulary, while vowel category variability would be negatively related to tod-
dlers’ expressive vocabulary. 
 

Method 
 
Participants 
 
Twenty-one parent-toddler dyads from the city of Tromsø (Northern Norway) partic-
ipated in the current study. Two additional dyads were recruited, but excluded from 
the analysis, due to missing audio files (n = 1) and less than 75% exposure to Norwe-
gian (n = 1). For the final sample, all parents (16 mothers, 5 fathers) were native 
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speakers of Norwegian, raised in Northern Norway and spoke the Northern Norwe-
gian dialect. All parents cohabited with their toddlers and the toddlers’ other parent, 
and reported to provide at least 50% of speech input to their toddler as compared to 
the other parent. Toddlers (9 girls, 12 boys, M age = 17.9 months, SD = 0.43) were ex-
posed, on average, to 97.5% of Norwegian (SD = 7.49) and none had reported any vis-
ual or auditive impairments.4 Socioeconomic status (SES), reported as mother’s high-
est education level, ranged from 1 (secondary school) to 5 (doctoral degree), with the 
median being 3 (bachelor’s degree). 
 
Data collection took place in the BabyLab at the Department of Psychology, University 
of Tromsø. After receiving invitations through advertisement on social media, at the 
university, local library or health station, parents who agreed to participate with their 
child in the study signed an informed consent form, and within the five days after 
their visit to the lab, answered a web questionnaire that included general demo-
graphic questions and questions about their toddlers’ linguistic environment. The 
online questionnaire included the Norwegian adaptation of the MacArthur-Bates 
Communicative Development Inventories (CDI) –Words and Sentences form (Simon-
sen et al., 2014). Individual raw CDI scores (the number of words that parents re-
ported their child to produce) were converted to daily percentiles using the normative 
Norwegian data from Wordbank (Frank et al., 2017; for the conversion procedure, see 
Kartushina al., 2022); the mean score was 37.6 (SD = 29.3, range = 1–93). 
The current study was conducted according to the guidelines laid in the Declaration 
of Helsinki, with written informed consent obtained from a parent or a guardian for 
a child before any assessment or data collection. The study has been approved by the 
Norwegian Centre for Research Data (NSD, ref. 56312), and the local ethical commit-
tee at the Department of Psychology, University of Oslo. The pre-registration, data, 
stimuli and analysis script for the study are openly available at the Open Science 
Framework (OSF) project’s page (https://osf.io/7st6w/). 
 

 
 
 
 
 
 
4 Two of the toddlers were reported to be born ‘too early’. The exclusion criteria for toddlers was to be 
born before 37 weeks of gestation (i.e., premature according to medical convention). However, poor 
wording of this specific question in our questionnaire made parents’ responses ambiguous. The word-
ing of the question was open, not specific to the number of weeks and did not include the term ‘prem-
ature’. Thus, we were not able to know whether these two toddlers were in fact premature or simply 
born any time (e.g., one or two days) before the expected due date. Comparing these two toddlers to 
the rest of the sample on the key measures did not reveal any differences (see Appendix 2). We, there-
fore, included them for the analyses. 
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Procedure and Stimuli 
 
Upon the arrival to the BabyLab, parents and their toddlers were familiarised with the 
lab environment and experimenters and received information about the course of 
their visit. Seven of the toddlers took part in an unrelated experiment on motor imi-
tation prior to the recordings. Parents were not aware of the specific purpose of the 
study, or which parts of their recorded speech were of interest to the researchers, 
until after they had completed the recording sessions.    
 
The IDS and ADS recordings took place either in the waiting area of the BabyLab, or 
in an adjacent child-friendly room. Both IDS and ADS were elicited from the parent 
through reading a child-friendly storybook, specifically created for the purpose of the 
study. The storybook was written in Norwegian Bokmål5 and consisted of five pages, 
39 sentences and 327 words. Each page had a colourful illustration and a short child-
friendly narrative (Table 1); the narratives were not connected with each other. The 
nine long Norwegian vowels (/α:/, /e:/, /i:/, /u:/, /ʉ:/, /y:/, /æ:/, /ø:/, and /ɔ:/) were rep-
resented by five unique words repeated twice throughout the storybook, for a total of 
90 target vowels. The words were mono- and bisyllabic lexical and function words, 
most of them reported to be known by a large proportion of toddlers at this age (Si-
monsen et al., 2014). Words were counterbalanced in terms of their position within a 
sentence, so that each target vowel was present in at least one start-, mid- and end-
sentence word. The target vowel was in a stressed position within the word, and, for 
the bisyllabic words, with the two exceptions, the target vowel was always placed in 
the first syllable. See Appendix 1 for an overview of target vowels within words.  
 
During the IDS recording, the parent read the storybook to their toddler either sitting 
on their lap or next to them. Parents were instructed to read and interact with their 
child as they would typically do when reading a book at home. Parents did not receive 
any instructions with respect to the dialect to use (recall the book was written in Nor-
wegian Bokmål, which is close to the Eastern, Oslo-area, dialect); all parents chose to 
read in their Northern Norwegian dialect, that is, adapting the grammatical gender, 
the phonemic realisation, and the intonation patterns to this dialect. During the ADS 
recording, parents read the same storybook to the experimenter (a native speaker of 
Norwegian), with no further instructions but to read the book naturally as if reading 
to an adult. Again, parents chose to read in their Northern Norwegian dialect. During 

 
 
 
 
 
 
5 Dialects are not used in written text; hence this is one of two official, dialect-neutral, written forms of 
Norwegian.  
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the ADS recording, a second experimenter cared for the toddler outside of the par-
ents’ field of vision. Due to limited resources, the second experimenter was not avail-
able for three parent-toddler dyads. The order of the recordings was counterbal-
anced; half of the parents started with the IDS, and the other half started with the ADS. 
All sessions were recorded with an Olympus DS-3000 handheld voice recorder in 16-
bit/44.1 kHz. After the recordings, toddlers received a small toy or a book as a token 
of appreciation.  
 
Table 1. Example of text from one page in the storybook (words with target vowels in 
bold, IPA transcripts in brackets) 
 

Original English translation 
 
Mamma-sjiraffen skjærer [ʂæ:rer] en skive 
[ʂi:və] av brødet [brø:ə]. Den lille sjiraffen ligger 
på magen [mα:gən], med den ene foten [fu:tən] i 
været. Han vil heller ha kake [kα:kə] og banan 
[bαnα:n]. Mamma-sjiraffen skjærer [ʂæ:rer] 
enda en skive [ʂi:və] av brødet [brø:ə], og legger 
fram en skje [ʂe:] til grøten. “Vi kan spise [spi:se] 
kake [kα:kə] og banan [bαnα:n] etterpå”, sier 
mamma-sjiraffen. “Bra! [brα:]”, sier den lille sji-
raffen.  
 

 
Mommy-giraffe cuts a slice of bread. The little 
giraffe is lying on his belly, with one foot in the 
air. He would rather have cake and banana. 
Mommy-giraffe cuts another slice of bread, and 
lays out a spoon for the porridge. “We can eat 
cake and banana later”, says Mommy-giraffe. 
“Great!”, says the little giraffe.  

 
Data Processing and Acoustic Measures 
 
Three trained native speakers of Norwegian listened to the audio recordings in Praat 
(Boersma & Weenink, 2020) and marked the target speech segments. First, they seg-
mented parents’ speech and marked the onset and the offset of the phrases, necessary 
for the pitch analyses. A phrase was defined as a portion of continuous speech with 
intact pitch tracks, without interruptions (e.g., interference from the child), enclosed 
by approximately 500 ms of silence, typically a pause where the parent drew breath. 
In other words, the length and the content of a phrase varied across segments and 
could include short utterances as well as full sentences. In total, we identified 923 
phrases in IDS and 818 phrases in ADS. A customised Praat script (Hirst, 2012) auto-
matically extracted the duration and the minimum, maximum, and mean pitch (F0) 
in Hz for each phrase. 133 phrases (7.6%) were manually corrected due to errors in 
the octave jumps (i.e., pitch tracks printed one octave higher than intended). As pitch 
perception follows a logarithmic scale, all Hz values were converted to semitones us-
ing the following formula semitones =12*log2(F0/constant), as in Kalashnikova & Burn-
ham (2018), with 10 as a constant (i.e., semitones-above-10-hertz). Pitch range was 
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computed as the difference between the minimum and the maximum pitch value (in 
semitones) within each phrase.  
 
Second, we identified and manually annotated the target vowels. Only audible target 
vowels, with a minimum length of 30 ms, with no noise and with visually trackable 
first (F1) and second (F2) formants were segmented. We followed the same vowel on-
set and offset boundary definition as in Cristia & Seidl (2014). In total, we identified 
1577 vowels in IDS and 1527 vowels in ADS. A customised Praat script (Hirst, 2012) 
was run to collect vowel duration (in ms) and the mean F0, F1 and F2 (in Hz), with the 
pre-specified formant ceiling values at 5500 Hz for mothers and 5000 Hz for fathers. 
297 vowel segments (9.6%) were manually corrected due to errors in the formant es-
timates (typically identifying F1 as F2, or F3 as F2, which could be due to high F0, see 
Monsen & Engebretson, 1983). See Figure 1 and Table 2 for an overview of all vowel 
segments. Computations of the different vowel-based measures are explained below.  

 
Figure 1. Mother’s and father’s vowel tokens in F1-F2 space by register
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Table 2. Number of tokens, mean duration (ms) and mean formant frequencies (Hz) for each target vowel across IDS and 
ADS registers for mothers and fathers, with standard deviations in parentheses  

   ADS          IDS         
   mothers     fathers     mothers     fathers    
  n duration F1 F2  n duration F1 F2  n duration F1 F2  n duration F1 F2  
/i:/  107 96.0 

(30.1) 
434 
(71.9) 

2350 
(244) 

 29 123 
(43.7) 

529 
(112) 

896 
(132) 

 118 114 
(58.9) 

417 
(69.9) 

2460 
(272) 

 40 116 
(48.2) 

338 
(63.9) 

2080 
(129) 

 

/y:/  132 102 
(29.9) 

442 
(88.7) 

2390 
(227) 

 36 120 
(35.8) 

340 
(64.8) 

2040 
(131) 

 128 128 
(39.3) 

415 
(75.5) 

2470 
(265) 

 48 106 
(31.0) 

331 
(74.9) 

2070 
(159) 

 

/e:/   97 109 
(45.3) 

747 
(135) 

1960 
(192) 

 36 99.5 
(35.8) 

576 
(101) 

1800 
(140) 

 92 120 
(50.2) 

734 
(139) 

2080 
(191) 

 38 107 
(35.2) 

564 
(108) 

1820 
(144) 

 

/ø:/   137 111 
(36.0) 

728 
(130) 

1660 
(140) 

 40 117 
(27.1) 

566 
(113) 

1380 
(89.7) 

 130 121 
(40.5) 

701 
(127) 

1690 
(159) 

 46 113 
(21.1) 

539 
(85.3) 

1390 
(104) 

 

/æ:/   183 106 
(37.8) 

951 
(147) 

1710 
(135) 

 53 113 
(33.3) 

747 
(108) 

1450 
(109) 

 176 119 
(50.3) 

974 
(182) 

1730 
(167) 

 58 115 
(44.7) 

725 
(102) 

1480 
(91.3) 

 

/ʉ:/   123 108 
(44.4) 

448 
(80.4) 

1860 
(196) 

 34 102 
(30.7) 

358 
(82.8) 

1550 
(164) 

 131 127 
(53.1) 

432 
(78.1) 

1920 
(209) 

 41 103 
(25.8) 

349 
(70.5) 

1580 
(181) 

 

/u:/   110 133 
(55.7) 

461 
(105) 

909 
(133) 

 32 119 
(30.4) 

353 
(67.6) 

775 
(89.7) 

 113 169 
(86.5) 

462 
(89.5) 

894 
(152) 

 42 143 
(60.2) 

364 
(68.9) 

747 
(102) 

 

/ɔ:/   128 112 
(38.0) 

683 
(130) 

1190 
(169) 

 39 122 
(43.7) 

529 
(112) 

896 
(132) 

 126 140 
(60.3) 

656 
(125) 

1180 
(201) 

 39 125 
(36.7) 

542 
(98.7) 

902 
(149) 

 

/α:/   162 138 
(57.8) 

911 
(153) 

1400 
(165) 

 49 135 
(38.8) 

707 
(90.2) 

1090 
(104) 

 157 171 
(89.9) 

907 
(131) 

1380 
(151) 

 54 154 
(67.1) 

717 
(86.5) 

1090 
(113) 

 

Mean  131 
(27.3) 

113 
(44.6) 

672 
(237) 

1700 
(481) 

 38.7 
(7.8) 

117 
(36.7) 

529 
(181) 

1420 
(435) 

 130 
(24.4) 

135 
(64.9) 

654 
(246) 

1740 
(533) 

 45.1 
(7.01) 

121 
(47.2) 

510 
(178) 

1460 
(462) 
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Vowel Space Area 
 
For the vowel space area (VSA), we measured the overall size of the F1-F2 vowel space 
(in Hz2) with the phonR package (McCloy, 2016), using the average F1 and F2 (in Hz) 
for each vowel category and the following formula (exemplified with three vowels, 
where ‘ABS’ is the absolute value): ABS ½ × [(F1/vowel1/ × (F2/vowel2/ – F2/vowel3/) + 
F1/vowel2/ × (F2/vowel3/ – F2/vowel1/) + F1/vowel3/ × (F2/vowel1/ – F2/vowel2/)] and so 
forth, previously used in IDS research (Kalashnikova & Burnham, 2018; Kuhl et al., 
1997; Liu et al., 2003). For each register and each parent, we computed three different 
vowel space area (VSA) measures: one using the corner vowels /i:/, /α:/, /u:/ (“VSA_a”), 
in line with previous research in IDS, including Norwegian (Englund, 2018); one using 
the corner vowels /i:/, /æ:/, /u:/ (“VSA_æ”), as, based on earlier findings in Norwegian 
(Kartushina et al., 2021) and also confirmed by our data, /æ:/ is the most extreme Nor-
wegian open vowel in the F1-F2 space (see Figure 1). In addition, we computed a 
measure of vowel space area including all border vowels; /α:/, /e:/, /i:/, /u:/, /ʉ:/, /æ:/, 
/ɔ:/ (“VSA_full”), as this would measure most accurately the total vowel area, as the 
actual vowel space may not necessarily be accurately represented by a triangle.  
 
Vowel Category Variability 
  
The vowel category variability score is an index of the within-category precision in 
vowel production.6 The variability of each vowel category in the F1-F2 vowel space (as 
also used by Hartman and colleagues, 2017) was measured by fitting F1 and F2 (Hz) 
of all vowel tokens, exemplifying the category, to a customised MatLab script 
(Kartushina & Frauenfelder, 2014), which calculated the area of an ellipse (Hz2) for 
each vowel category, participant, and register, with the following formula: el-
lipse_area = �F1 × �F2 × π, where σF1 is 1 standard deviation of the mean of F1, and 
σF2 is 1 standard deviation of the mean of F2. Since the distribution of the productions 
in F1/F2 space was assumed to be elliptical, we estimated the angles of the major and 
minor axes of an ellipse centered on the mean of the productions (in order to deter-
mine the orientation of the axes). Therefore, a low vowel category variability score 
indicated more compact vowel categories, whereas a high vowel category variability 
score indicated looser vowel categories.   
 
 

 
 
 
 
 
 
6 Note that in the pre-registration, we referred to this measure as ‘vowel category compactness’. 
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Vowel Category Distinctiveness  
 
For vowel category distinctiveness, we measured how distinct participants’ vowel cat-
egories were from each other in the F1-F2 vowel space. Thus, while vowel category 
variability indicates the precision of vowel production within each category, vowel 
category distinctiveness indicates the discriminability of the categories, i.e., the de-
gree of overlap, taking into account their distribution within the full vowel space. 
Vowel category distinctiveness was computed as the between-vowel category Sum of 
Squares (the squared distances of category cluster centroids from the overall vowel 
space centroid) divided by the total Sum of Squares (squared distances of individual 
vowel tokens from the overall vowel space centroid), for each participant and regis-
ter, for 8 vowel categories (we omitted the category /y/, as it fully overlaps with the 
Norwegian /i/ in the F1-F2 space, as the distinguishing feature is F3). See Appendices 
3A and 3B for a thorough explanation and visual representation of the measure as a 
function of the amount of overlap between the vowel categories. Thus, vowel category 
distinctiveness can be thought of as a clustering performance quotient, indexing the 
proportion of variance in F1 and F2 explained by the vowel category identity, ranging 
from 0 (cluster/category membership explains no variance) to 1 (cluster/category 
membership explains all variance). In sum, with these three F1-F2 based measures, 
computed across vowel categories, we aimed to thoroughly describe the distinguish-
ing features of parents’ vowel production in IDS. For further details on the computa-
tion of measures, we refer readers to the available code on the OSF project page 
(https://osf.io/7st6w/). 

 
Results 

 
The results are structured according to the three aims of the current study; 1) to ex-
amine whether there were differences in acoustic properties, both traditional (pitch, 
pitch range, vowel duration and vowel space area) and novel (vowel category varia-
bility and vowel category distinctiveness), between IDS and ADS, 2) to assess the role 
of within-parent differences between the IDS and ADS registers in predicting toddlers’ 
expressive vocabulary, and 3) to assess the role of acoustic properties of IDS in pre-
dicting toddlers’ expressive vocabulary. All analyses were preregistered and con-
ducted in R (R Core Team, 2020), with libraries and their versions listed in Appendix 
4.  
 
Acoustic Properties of IDS and ADS 
 
Between-register differences in the acoustic measures were assessed with a linear 
mixed-effect model separately for each acoustic measure. The fixed structure was 
similar for all models and included register, parent gender and their interaction; the 
random structure included participant, as well as register and vowel category for 
some models (cf details below). Models were fitted with the lme4 package (Bates et al., 
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2015) and the model assumptions, including normality and homogeneity of residuals, 
were visually inspected on diagnostics plots derived from the check_model() function 
from the performance package (Lüdecke et al., 2021). Models were analysed with the 
Anova() function from the car package (Fox & Weisberg, 2018) with the p-values ob-
tained from the lmerTest package, using Satterthwaite approximation (Kuznetsova et 
al., 2017). All model results are shown in Table 3, and between-register differences 
are visualised in Figure 2.  
 
Pitch  
 
As shown in Table 3, there was a significant effect of register and parent gender on 
pitch. That is, as expected, parents had a higher mean pitch (all reported in semi-
tones) in IDS (M = 54.1, SD = 6.67) than in ADS (M = 51.4, SD = 6.02), Hedges g = 1.28. 
Further, mothers had overall higher mean pitch (M = 55.8, SD = 3.51) than fathers (M 
= 43.9, SD = 4.93). The register by parent gender interaction was not significant.  
 
Pitch Range 
 
As shown in Table 3, there was a significant effect of register on pitch range: As ex-
pected, parents had a wider pitch range (all reported in semitones) in IDS (M = 14.6, 
SD = 6.39) than in ADS (M = 13.3, SD = 5.59), Hedges g = 0.44. The main effect of parent 
gender on pitch range, and the interaction effect of parent gender and register were 
not significant. 
 
Vowel Duration 
 
As shown in Table 3, there was a significant effect of register on vowel duration. Note 
that we log-transformed the outcome measure in the linear mixed-effects model, be-
cause the initial model violated the assumption of normality of residuals (see pre/post 
diagnostics plots in Appendix 5A and 5B). That is, as expected, parents produced 
longer vowels (reported in ms here for ease of interpretation) in IDS (M = 131, SD = 
61.1) than in ADS (M = 114, SD = 43), Hedges g = 1.05. However, as can be seen in the 
follow-up analyses using lsmeans (Lenth, 2016), the main effect is due to the mothers 
prolonging their vowels to a greater degree in IDS (M = 135, SD = 64.9) as compared to 
ADS (M = 113, SD = 44.6, t(16.4) = -5.7, p = < .001), whereas fathers’ vowel duration did 
not differ significantly between the registers (IDS: M = 121, SD = 47.2, ADS: M = 117, 
SD = 36.7, t(19.6) = -0.3, p = .766). 
 
Vowel Space Area 
 
As shown in Table 3, there was a significant effect of register on all three of our vowel 
space area measures. To facilitate the descriptive statistics, vowel space areas (re-
ported in Hz2) were divided by 1000, hence, kHz2. As expected, parents expanded their 
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vowel space area in IDS (VSA_a: M = 339, SD = 99.7; VSA_æ: M = 379, SD = 124; 
VSA_full: M = 441, SD = 113) as compared to ADS (VSA_a: M = 303, SD = 104; VSA_æ: 
M = 335, SD = 106; VSA_full: M = 389, SD = 120), Hedges g = 0.58; 0.55; 0.54, for VSA_a, 
VSA_æ and VSA_full, respectively. Further, for all vowel space area measures, moth-
ers had overall larger vowel space areas (VSA_a: M = 349, SD = 97.7; VSA_æ: M = 389, 
SD = 44.4; VSA_full: M = 445, SD = 112) than fathers (VSA_a: M = 232, SD = 46.4; VSA_æ: 
M = 253, SD = 11.3; VSA_full: M = 322, SD = 88.4). The register by parent gender inter-
action was not significant for any measure of vowel space.  
 
Vowel Category Variability 
 
As shown in Table 3, there was a significant effect of register and parent gender on 
vowel category variability. Note that we log-transformed the outcome measure in the 
linear mixed-effects model, because the initial model violated the assumption of nor-
mality of residuals (see pre/post diagnostics plots in Appendix 6A and 6B). To facilitate 
the interpretability of the descriptive statistics, we report the non-log transformed 
vowel category variability in kHz2. As expected, parents had more variable categories 
in IDS (M = 311, SD = 225) than in ADS (M = 273, SD = 0205), Hedges g = 0.44. Further, 
mothers had overall more variable categories (M = 333, SD = 228) than fathers (M = 
161, SD = 80.4). The register by parent gender interaction was not significant. 
 
Vowel Category Distinctiveness 
 
As shown in Table 3, parent gender was the only significant effect on vowel category 
distinctiveness, with mothers having overall less distinct categories (M = 0.88, SD = 
0.04) than fathers (M = 0.93, SD = 0.02), Hedges g = -1.50. Contrary to our expectation, 
there were no differences between the two registers, and the register by parent gen-
der interaction was not significant. 
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Table 3. Model outputs on acoustic differences between the IDS and ADS registers  
(n = 21 parent-toddler dyads) 
 

Model  Parameter �2 df p 

  Pitch ~  Register 40.72 1 <.001*** 
   Register * Gender + Gender 127.2 1 <.001*** 
   (1 + Register | Participant)7 Register * Gender 2.209 1 .137 
   Pitch_range ~   Register 4.308 1 .038* 
   Register * Gender + Gender 1.016 1 .314 
   (1 + Register | Participant)7 Register * Gender 0.121 1 .728 
   Vowel_duration ~  Register 25.09 1 <.001*** 
   Register * Gender +  Gender 0.159 1 .690 
   (1 + Register | Participant) + (1 + Register | Vowel)8 Register * Gender 8.020 1 .005** 
   Vowel_space_a ~  Register 7.559 1 .006** 
   Register * Gender + Gender 7.541 1 .006** 
   (1 | Participant) Register * Gender 0.638 1 .424 
   Vowel_space_æ ~  Register 7.351 1 .007** 
   Register * Gender + Gender 8.077 1 .004** 
   (1 | Participant) Register * Gender 2.389 1 .122 
   Vowel_space_full ~  Register 6.656 1 .010* 
   Register * Gender + Gender 6.298 1 .012* 
   (1 | Participant) Register * Gender 0.982 1 .322 
   Vowel_category_variability ~  Register 8.891 1 .003** 
   Register * Gender + Gender 7.700 1 .006** 
   (1 | Participant) + (1 + Register | Vowel)8 Register * Gender 0.203 1 .652 
   Vowel_category_distinctiveness ~ Register 0.001 1 .977 
   Register * Gender + Gender 9.683 1 .002** 
   (1 | Participant) Register * Gender 0.067 1 .796 

*p < .05, **p < .01, ***p < .001 
 

 
 
 
 
 
 
7 Note that these models deviate from that specified in the pre-registration, where we included a ran-
dom structure of the segmented phrase in which we extracted the pitch tracks. Given that the number 
of phrases and their content varied across registers, it was impossible to have similar segment struc-
tures. 
8 Recall that the outcome variable was log-transformed. 
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Figure 2. Boxplots of acoustic measures in IDS and ADS. Note that the white dots rep-
resent the mean. Pitch and vowel duration are visualised separately for parent gen-
der. For vowel duration and category variability, y-axis ticks indicate the scale in the 
original units, but data is plotted with log-transformed units as this was used in our 
models. Pitch and pitch range are in semitones, vowel duration in milliseconds, vowel 
spaces and category variability in kHz2 and category distinctiveness in quotients. 
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Within-Parent Differences Between IDS and ADS and Toddlers’ Expressive Vocab-
ulary 
 
To assess whether the differences parents may have in IDS as compared to ADS pre-
dicted toddlers’ vocabulary, we computed, first, the ratio between the registers for all 
the examined acoustic measures, by dividing, for each parent, the average IDS meas-
ure by the respective average ADS measure. One exception to this was the vowel space 
measures – as there was only one measure per register, we did not have to compute 
the average. A score above 1 indicated a higher value of a specific acoustic measure 
in IDS, that is, a hyper-feature in IDS, and a score below 1 indicated a higher value of 
a specific acoustic measure in ADS, that is, a hypo-feature in IDS. Next, we z-trans-
formed these ratios for each acoustic measure, to facilitate model convergence. Fi-
nally, we fitted a beta-regression model using the betareg package (Cribari-Neto & 
Zeileis, 2010), with the outcome measure toddlers’ CDI percentiles divided by 100, as 
required for the beta distributions. The model parameters were:9  
 

CDI percentile ~ Pitch diff_z + Pitch range diff_z + Vowel duration diff_z + 
Vowel space_æ diff_z + Vowel space_full diff_z + Vowel category variability 
diff_z 

 
As can be seen in the model output (produced by the summary function on the model) 
reported in Table 4, parents’ pitch difference significantly predicted toddlers’ vocab-
ulary in percentiles, whereas the other acoustic measures did not. As visualised in 
Figure 3, parents’ hyper-pitch, i.e., an increase in IDS as compared to ADS, was posi-
tively related to vocabulary, that is, CDI percentiles increased by 0.71 when pitch dif-
ference increased by one standard deviation of the sample mean with all other factors 
kept at an average. To examine if such an increase in pitch was a deliberate choice 
parents made, we computed, in an exploratorily analysis, a correlation between par-
ents’ hyper-pitch and a mean score of four items retrieved from our background 

 
 
 
 
 
 
9 Given that some of our acoustic measures were highly correlated, such as the two measures of vowel 
space (using corner vowels versus using the full vowel space), and vowel category variability and vowel 
category distinctiveness (see Appendix 7), we used the variance inflation factor (VIF) to estimate multi-
collinearity between the predictors. We took a conservative approach and kept predictors within the 
VIF < 2.5 (e.g., Zuur et al., 2010). Fitting the pre-registered model resulted in high VIFs for the vowel 
category variability (VIF = 3.01) and vowel category distinctiveness (VIF = 3.29), and so we excluded the 
latter, given that we did not find any differences between parents’ category distinctiveness across reg-
isters. 
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questionnaire that examined parental attitudes towards early language development, 
developed in Frank and Hembacher (2020)10, finding no significant relationship, rs(19) 
= .25, p = .275, suggesting that parents’ variability in hyper-pitch in IDS was not related 
to their differences in beliefs that parents need to provide salient linguistic input in 
an infant-friendly manner to their child. 
 
Table 4. Beta-regression results for vocabulary by parents’ difference in IDS vs. ADS 
(n = 21 parent toddler dyads) 
 

Parameter estimate SE z p 

Intercept -0.500 0.203   -2.464   .014* 

Pitch diff_z  0.705     0.235     3.008 .003** 
Pitch range diff_z  0.313     0.237  1.320 .187    
Vowel duration diff_z  0.124 0.235     0.529 .597 
Vowel space_æ diff_z  0.564 0.317  1.780 .075 
Vowel space_full diff_z -0.325 0.303 -1.075 .283 
Vowel category variability diff_z  0.406 0.230  1.766 .077 

*p < .05, **p < .01 
 
Acoustic Properties of Parents’ IDS and Toddlers’ Expressive Vocabulary 
 
Finally, to assess whether the acoustic properties of parental input in IDS predicted 
toddlers’ vocabulary, independently of any differences between the IDS and ADS reg-
isters, we z-transformed mean values on all our acoustic measures in IDS, separately 
for mothers and fathers. Given that there are physical differences between males and 
females impacting the acoustics of speech, this was necessary so that, for example, 
lower pitch and smaller vowel spaces in fathers would not cloud any results. This ap-
proach is a deviation from our pre-registered pipeline, where we suggested, 1) to run 
the model with mothers only, 2) to transform F1 and F2 from Hz to Bark to normalise, 
then recompute vowel-based measures. The latter did not seem to adjust for between-
gender differences as well as predicted. Hence, we chose to instead standardise 

 
 
 
 
 
 
10 The items were the following statements (responses indicating level of agreement on a 0-6 scale): 
‘Parents can help babies learn language by talking to them’ / ‘When speaking to a young child, I often 
speak slower and more clearly’ / ‘Reading books to children is not useful until they have learned to 
speak’ (reverse coded) / ‘When speaking to a young child, I often use a different voice with a more lively 
tone.’ 
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measures within each gender group. As before, we fitted and analysed a beta-regres-
sion model with toddlers’ CDI percentiles divided by 100 as our outcome measure. 
The model parameters were:11  
 

CDI percentile ~ Pitch IDS_z + Pitch range IDS_z + Vowel duration IDS_z + 
Vowel space_full IDS_z + Vowel category variability IDS_z  

 
The model output can be seen in Table 5. Vowel category variability in IDS signifi-
cantly predicted toddlers’ vocabulary size, whereas the other acoustic measures were 
not significant. As visualised in Figure 4, parents with more variable vowel categories 
in IDS had toddlers with lower vocabulary sizes (in percentiles), that is, CDI percen-
tiles decreased by 0.50 when the vowel category variability increased by one standard 
deviation of the sample mean with the other factors being kept at an average. As a 
complementary analysis, we provide a correlation matrix and a correlation network 
plot with all acoustic measures in Appendix 7A and 7B. 
 
Table 5. Beta-regression results for vocabulary by parents’ input in IDS  
(n = 21 parent-toddler dyads) 
 

Parameter estimate SE z p 

Intercept -0.487 0.225   -2.168   .030* 

Pitch_IDS_z   0.266     0.256     1.040 .298 
Pitch range_IDS_z   0.051     0.254  0.202 .840    
Vowel duration_IDS_z  -0.160 0.274    -0.585 .559 
Vowel space_full_IDS_z   0.296 0.264  2.121 .262 
Vowel category variability_IDS_z  -0.499 0.254 -1.962 .050* 

*p < .05 
 
 
 
 
 
 

 
 
 
 
 
 
11 Fitting the pre-registered model resulted in high VIFs for vowel category distinctiveness (VIF = 2.96), 
vowel space_æ (VIF = 8.34) and vowel space_full (VIF = 9.62). We chose to keep the latter of the vowel 
space measures, given that this would maximise the information about parents’ vowel space. 
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Figure 3. Relationship between parents’ hyper-pitch and toddlers’ vocabulary. Note 
that the figure visualises the regression line, with the shaded area depicting 95% con-
fidence intervals. Hyper-pitch is the within-parent difference ratio of average pitch, 
in semitones, in IDS vs ADS. 
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Figure 4. Relationship between parents’ vowel category variability in IDS and tod-
dlers’ vocabulary. Note that the figure visualises the regression line, with the shaded 
area depicting 95% confidence intervals. The X-axis represents the z-scaled (within 
mothers and fathers) category variability. 
 

Discussion 
 
The current study aimed to expand the knowledge about IDS in understudied lan-
guages and its potentially facilitating role in early language development. To achieve 
these aims, we undertook three steps: (1) examined speech of Norwegian parents 
speaking a Northern Norwegian dialect to their 18-month-old toddlers by measuring 
traditionally reported and novel acoustic properties of IDS and their differences with 
respect to ADS; (2) assessed the role of within-parent adaptation between IDS and ADS 
in predicting toddlers’ expressive vocabulary, and, finally, (3) assessed the role of 
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acoustic properties in IDS itself, in predicting toddlers’ expressive vocabulary. Both 
IDS and ADS were elicited via a storybook reading, to control for within and between-
parent differences in linguistic context that can affect speech production.  
 
Overall, the results of the current study, in Norwegian parents to 18-month-old tod-
dlers, supported the first hypothesis on speech ‘adaptation’ in IDS, as compared to 
ADS, providing further evidence to the growing body of research indicating that the 
speech register we use when interacting with young children has unique features, 
also in a language and a dialect that uses pitch and duration as lexical cues. Parents 
in our sample had higher mean phrasal pitch, wider phrasal pitch range, and longer 
vowel durations in IDS over ADS, although the latter was only true for mothers and 
not fathers. These results are in line with previous studies in other Norwegian dialects 
(Englund & Behne, 2005, 2006; Kartushina et al., 2021); yet, the gender differences in 
vowel duration suggest that fathers might be more restrained in IDS than mothers, 
which goes against the hypotheses that fathers’ more energetic interaction style, as 
compared to mothers, is also manifested in IDS acoustics (Benders et al., 2021). Still, 
fathers in our study increased their pitch range in IDS, and thus the lack of vowel 
prolongation could also be related to our limited sample size for fathers, cross-lin-
guistic differences and/or task demands, that is, a storybook reading. Further, parents 
expanded their vowel space area in IDS more than in ADS, both when examining the 
corner vowels that are typically reported in the literature (/i:/, /α:/, /u:/), the corner 
vowels particular to the Norwegian language (/i:/, /æ:/, /u:/), and the full vowel space 
covering all border vowels in Norwegian (/α:/, /e:/, /i:/, /u:/, /ʉ:/, /æ:/, /ɔ:/). This result 
is consistent with the studies in English (Kalashnikova & Burnham, 2018), Russian and 
Swedish (Kuhl et al., 1997; Marklund & Gustavsson, 2020), Spanish and Basque (Kal-
ashnikova & Carreiras, 2021), as well as Eastern Norwegian (Kartushina et al., 2021), 
but not Central Norwegian (Englund & Behne, 2006). Apart from differences in the 
methodologies between the current and Englund and Behne’s study, differences in 
the results on vowel space expansion between these two studies can be attributed ei-
ther to fine-grained variations within a language (due to dialectal differences), or to 
differences in children’s ages (0–6-month-old infants in Englund and Behne’s study). 
However, vowel categories were more variable in IDS, suggesting that vowel space 
expansion did not necessarily translate into more intelligible speech. This supports 
previous work showing more variable underlying vowel categories in speech ad-
dressed to infants and toddlers (Cristia & Seidl, 2014; Martin et al., 2015; McMurray et 
al., 2013; Miyazawa et al., 2017). Furthermore, in Norwegian, such variability has 
been found in speech to 8–9-month-old infants (Kartushina et al., 2021), and now to 
18-month-old toddlers, suggesting no changes in variability with the child’s age. The 
‘sloppiness’ of vowel production in IDS could potentially be a side effect of a larger 
vowel space expansion, or increased pitch variability, that impacts both F1 and F2 
(McMurray et al., 2013). Finally, vowel category distinctiveness was comparable 
across registers, suggesting that although the vowel space was expanded, and the var-
iability of individual vowel categories was increased in parents’ IDS, the vowel type 
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did not appear less identifiable within the participants’ vowel clusters across regis-
ters. This could be due to parents taking extra care due to the rich vowel inventory of 
Norwegian, encompassing a total of 19 categories (nine long, nine short, plus schwa). 
Future work should expand on this result by assessing a bigger range of vowel tokens 
per participant, and preferably in other languages and dialects that have closer or 
more distributed mappings of their vowels in F1-F2 space.  
 
With respect to our second hypothesis on the role of differences between IDS and ADS 
in early language development, our results showed that parents’ hyper-pitch pre-
dicted toddlers’ vocabulary, whereas the other acoustic measures included in our 
model did not. In other words, those parents who exaggerated their average pitch to 
a greater degree when reading to their toddlers (as compared to an experimenter), 
had toddlers with larger vocabulary sizes. Experimental studies have similarly high-
lighted the role of pitch, in supporting word segmentation in 9-month-old infants 
(Schreiner & Mani, 2017), and word learning in older toddlers (Graf Estes & Hurley, 
2013). Recall, that increase in pitch has been reported as one of the few acoustic fea-
tures present in the majority of the examined studies, suggesting it to be one of the 
most salient cues in IDS. In addition, research has shown that infants display larger 
preference for IDS at older ages (The ManyBabies Consortium, 2020), and this prefer-
ence is suggested to be driven mainly by pitch increase (Segal & Newman, 2015). Thus, 
such a preference might engage parents in using higher pitch when interacting with 
their toddlers, as toddlers might be more responsive in return. As Norwegian uses 
pitch accent as both a lexically contrastive cue and a cue to mark dialects, parents’ 
pitch increase, as shown in the current study, might also help toddlers incorporate 
these cues, thus scaffolding the development of their vocabulary. 
 
Finally, with respect to our third hypothesis that addressed the role of direct acoustic 
infant-directed input in early language development, vowel category variability cor-
related negatively with toddlers’ expressive vocabulary. This result suggests that in-
put containing more precise vowels with little variability within each vowel category 
may provide scaffolding cues to build a richer vocabulary as reliable vowel produc-
tions would facilitate phonological discrimination and establishment of more stable 
phonological representations (see e.g., Bosch & Ramon-Casas, 2011; Bosch & Ramon-
Casas, 2009; Cristia, 2011), facilitating, in turn, the vocabulary acquisition. Although 
laboratory studies have found facilitatory effects of vowel space expansion on speech 
processing (Peter et al., 2016; Song et al., 2010), experimental stimuli are de-facto less 
variable, and thus, compact categories might play more important role in ‘real life’ 
input, as compared to an experimental setting. Our result is in contrast with that of 
Hartman and colleagues (2017), who found that vowel space area in IDS, and not 
vowel variability, predicted vocabulary in similar aged English-learning toddlers. 
This discrepancy in the results could be due to cross-linguistic differences in vowel 
realization and variability and/or to differences in the number of analysed vowels; 
note that Hartman and colleagues examined the three corner vowels only, which 
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might not have captured parents’ full vowel inventory, as attempted in the current 
study with all Norwegian long vowels.  
 
Crucially, our study demonstrates that the properties of IDS that relate to language 
outcomes might depend on whether the IDS is operationalised as the acoustic input 
directed towards the child, or as a within-parent perceptual adaptation when address-
ing their speech to a child as compared to an adult, respectively. It might be that hy-
per-pitch as a predictor of vocabulary does not reflect benefits of the acoustic signal 
per se, but rather parents’ investment in capturing the attention of their toddlers, and 
thus such hyper-measures might be better thought of as an index of engagement and 
parenting style, rather than barely an acoustic booster. Although we did not find any 
relationship between parents’ attitudes towards book reading and the quality of the 
linguistic input in early childhood and their degree of hyper-pitch, these were explor-
atory analyses and were not necessarily suited to untangle such a relationship. On the 
contrary, parents’ precision in vowel production when interacting with their chil-
dren, regardless of the differences with the ADS, correlated with their toddler’s vo-
cabulary size. Within this framework it seems more plausible to suggest benefits di-
rectly related to the acoustic signal of speech itself. Yet, we note that both of these 
findings are purely correlational. We need to acknowledge that third variables, such 
as the time parents spent with the child, or the SES – lacking diversity in our sample 
– might be mediating these relationships. It has also been suggested that linguistic 
input has the best function when it is tailored to and matches the linguistic level of 
the child (Rowe & Snow, 2020). Precisely, recent studies suggest that parents are ex-
perts in tuning their speech to their toddlers’ needs, both lexically (Leung et al., 2021), 
but also acoustically (Han et al., 2020, 2021). As such, vocabulary size and parent input 
might be bi-directional in nature: Toddlers with a richer vocabulary (as opposed to 
poor) may encourage parents to increase their engagement during storybook reading 
more (i.e., with hyper-pitch), which, in turn, can lead to clearer (engaging, scaffold-
ing) input to the child.  
 
The current study has several limitations that can be addressed in future research. 
First, given that we did not target mothers and fathers specifically, but asked the pri-
mary caregiver to come to the lab, fathers were underrepresented in our sample, not 
allowing us to evaluate parent gender differences in IDS more systematically, which 
have been illustrated elsewhere (Benders et al., 2021). Given that Norway is a highly 
egalitarian society, where fathers, through the social policy, are promoted as equally 
important and invested caregivers with the same number of weeks of parental leave 
as mothers (Brandth & Kvande, 2020), this should be further investigated. Second, we 
used parent-reported vocabulary as our outcome measure, and although the CDI has 
shown to be convergent with direct child-based measures of word comprehension (Lo 
et al., 2021), there is a need to connect properties of IDS with direct language 
measures in children. Finally, the current study only captured a particular moment 
in time, and as parents’ IDS might change across development (Narayan & 
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McDermott, 2016), and thus exercise varying influence on language outcomes 
(McMurray et al., 2013; Rowe & Snow, 2020), longitudinal studies that depict these 
trajectories would provide stronger evidence of such trajectories over time.  
 
In sum, the current study provides evidence that IDS to 18-month-old Norwegian tod-
dlers follows the same prosodic characteristics as typically reported in the literature 
for other languages, including increased pitch, pitch range, vowel duration (for moth-
ers), as well as vowel space expansion, although previously reported absent in Nor-
wegian parents to 6-month-olds (Englund, 2018). Yet, additional analyses revealed 
that parents’ vowel categories were more variable in IDS than ADS, in line with previ-
ous research, providing evidence that parental vowel categories in IDS are less con-
sistent and more overlapping than in ADS. Furthermore, our study indicates that hy-
per-pitch as well as low vowel category variability in IDS were positively associated 
with toddlers’ vocabulary. Although the direction and the cause of the effects cannot 
be asserted with our design, this suggests that parents’ increase in pitch when inter-
acting with their child and their consistency in vowel production may facilitate early 
word learning. 
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Appendices 

 
Appendix 1. Overview of words in the storybook for each target vowel (in bold) 
 
/i:/ /y:/ /e:/  /ø:/  /æ:/  /ʉ:/  /u:/  /ɔ:/  /α:/  
bil 
(car) 

lys 
(light)   

se 
(look)  

brød 
(bread)   

der 
(there)  

lue 
(hat)   

bok 
(book)   

sove 
(sleep)   

banan 
(ba-
nana)   

gris 
(pig) 

fly (air-
plane)  

skje 
(spoon)  

snø 
(snow)  

her 
(here)  

pute 
(pillow)  

sko 
(shoe)  

tog 
(train)  

bade 
(bath)  

spise 
(eat)   

dyne 
(duvet)   

mer 
(more)  

dør 
(door)  

være 
(be)  

ku 
(cow)  

fot 
(foot)  

hår 
(hair)  

kake 
(cake)  

skive 
(slice)   

dyr 
(ani-
mal)   

nese 
(nose)  

bjørn 
(bear)  

bære 
(carry)  

mus 
(mouse)  

sol 
(sun)  

måne 
(moon)  

mage 
(belly)  

vi (we)  ny 
(new)  

lese 
(read) 

løpe 
(run) 

skjære 
(cut)   

fugl 
(bird)   

hallo 
(hello)  

gå (go)  bra 
(good)  
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Appendix 2. Comparison of two ‘born-early’ dyads to the rest of the sample 
 

Variable Not ‘born early’  
(n = 19) 

‘Born early’  
(n = 2) 

Full sample  
(n = 21) 
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Appendix 3A. Illustration of the method to determine cluster distinctiveness. The to-
tal sum of squares (SStot) is the sum of the squared distances of the individual vocali-
zations from the overall centroid (a). The between cluster sum of squares (SSbetween) 
is sum of the squared distances of the per-vowel centroids times the number vocaliza-
tions per vowel (b). The within cluster sum of squares is the sum of the squared dis-
tances of the individual vocalizations from the respective vowel’s centroid (c). Each 
vowel is depicted by a specific color, individual vocalizations by open dots, and vowel 
centroids by filled dots. Note the SStot = SSbetween + SSwithin. In case of the example 
SStot = 43.544, SSbetween = 40.609, SSwithin = 2.936, and cluster distinctiveness = 
0.933. 
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Appendix 3B. Illustration of various values of cluster distinctiveness. Each vowel is 
depicted by a different color, open dots show the individual utterances, and filled dots 
the clusters’ centroids. The total variance explained by vowel type (‘cluster distinc-
tiveness’) is 0.93 in (a), 0.53 in (b), and 0.14 in (c). 
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Appendix 4. sessionInfo() output providing R libraries and their versions that were 
used in the analyses 
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Appendix 5A. Model diagnostics of vowel duration pre log-transformation 
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Appendix 5B. Model diagnostics of vowel duration post log-transformation 
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Appendix 6A. Model diagnostics of vowel category variability pre log-transformation 
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Appendix 6B. Model diagnostics of vowel category variability post log-transfor-
mation 
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Appendix 7A. Spearman correlation matrix of difference (_eff) and IDS-input (_ids) 
acoustic measures 
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Appendix 7B. Spearman correlation network of difference (_eff) and IDS-input (_ids) 
acoustic measures. Note that only correlations stronger than +/- .20 are displayed 
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Introduction

Research on language learning has largely focused on investigating how children ac-
quire language form (e.g., phonology, lexicon, and syntax) and content (e.g., word and
sentence meanings). Yet, an important aspect of language learning, which has received
less attention, is the mastery of how to use language adequately in natural social in-
teractions (Bloom & Lahey, 1978). This mastery involves, in particular, using linguistic
utterances to encoding and decode communicative intents (Grice, 1975) or speech acts
that characterize the illocutionary force of an utterance (e.g question, assertion, and
request) (Searle, 1976). Children’s learning of speech acts is crucial for their ability
to engage in coherent conversations. For example, it is important to recognize that
an utterance is a “question” requiring an “answer”, or that it is a “request” requiring
“acceptance” or “refusal”, instead.

Several taxonomies have been proposed that purport to capture children’s emergent
repertoire of speech act categories in the context of early child-caregiver social interac-
tions (for reviews, see Cameron-Faulkner, 2014; Casillas & Hilbrink, 2020), the most
comprehensive to date is the Inventory of Communicative Acts and its abridged version
INCA-A (Ninio et al., 1994).

Snow et al. (1996) used INCA-A to study the emergence of speech act major classes in a
longitudinal corpus of children aged 14 to 32 months old.1 They documented several
important �ndings that not only informed our understanding of language use develop-
ment, but also shed light on how children’s emerging linguistic skills interface with the
development of their social-cognitive competences. By analyzing the development of
the number of distinct speech acts as well as the distribution of speech acts used by
children, they showed that when children utter their �rst words, they already express a
range of simple communicative intents such as requests and questions. The repertoire
of speech acts was observed in this study to increase rapidly within the �rst years of life,
in tandem with development in social-cognitive and linguistic skills: Children become
able to express more sophisticated speech acts such as “promise”, “prohibit”, and “per-
suade”. Using the same coding scheme, Rollins (1999, 2017) has shown that investigating
speech act development can also help us study atypical cognitive development such as
autism.

While this previous e�ort has been in�uential in the study of language use development,
it has relied on hand annotation to code the data, which has limited the researchers’
ability to explore how their �ndings generalize to larger population of children and
across di�erent interactive contexts. In fact, INCA-A is a rather complex scheme with a

1While the terms “speech act” and “communicative intent” have sometimes been used by di�erent
researchers to mean slightly di�erent things or to refer to di�erent taxonomies, here — and for simplicity
— we use them interchangeably to refer to the categories of communicative intents at the utterance level,
as de�ned in the INCA-A coding scheme.
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large number of categories (e.g., 67 di�erent types of illocutionary acts) and its hand-
annotation — including the e�ort of train annotators — is prohibitively expensive to
deploy at a large scale.

Current study

The current study aims at addressing this gap using recent advances in automatic speech
act labeling. Using Snow et al.’s child-caregiver corpus and its INCA-A annotation, we
tested various models on their ability to map utterances to corresponding speech acts
and we selected the one that provided the best performance on a testing set made of
unseen utterances from the same corpus.

Using this model, we examined how previous �ndings in speech act development gen-
eralized at scale. To this end we proceeded in two steps: First, we validated the chosen
model by testing its ability to replicate key �ndings from Snow et al. (1996). More specif-
ically, we reproduce developmental patterns regarding the number of distinct speech
acts as well as the distribution of speech acts used by children from 14 to 32 months of
age. Second, and a�er successful validation, we used the model to automatically label
the entire North American English-language section of CHILDES (MacWhinney, 2017)
and compared the results of this large-scale analysis to the original �ndings.

Additionally, we proposedmethods for quantifying the age of acquisition of a speech act
both in terms of production and comprehension. These measures have allowed us to
rank di�erent speech acts according to their order of emergence. We �rst examined this
order of emergence with data in Snow et al. (1996), and second, thanks to our automatic
labelling tool, we tested how this developmental trajectory generalized across all English
language corpora in CHILDES.

The paper is organized as follows. First, we introduce the dataset and provide an
overview of models for automatic annotation of speech acts that we evaluated in our
study. Further, we de�ne the measures for speech act emergence in production and
comprehension. In the results sections we compare the performance of the selected
models and present replications the �ndings of Snow et al. (1996) using automatically
generated labels. Additionally, the results contain predicted ages of acquisition for each
speech act using both manually-annotated and automatically-annotated data. Finally,
we discuss the results in the context of language development in general and point out
limitations of the current approach which o�er possibilities for future research.
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Datasets andMethods

Datasets

NewEnglandCorpus. Formodel training and validation, we use ground-truth labels
from the dataset collected by Snow et al. (1996) which is the largest child-caregiver inter-
action dataset annotated for speech acts. This dataset was collected for a longitudinal
study of 52 children aged 14, 20 and 32 months old. Child-caregiver dyads were invited
for three sessions that consisted of semi-structured free play. All conversations were
recorded, transcribed, and annotated with INCA-A coding scheme. There were 55,941
labelled utterances in total.

English-Language CHILDES. In order to test how �ndings from Snow et al. (1996)
generalize to a larger dataset of children and across di�erent contexts, we use the entire
North American English-language subset of CHILDES made of children in the same age
range (i.e., between 14 and 32 month old), resulting in 2078 di�erent transcripts totaling
354 children.2

INCA-A Coding Scheme

INCA-A is the most comprehensive coding scheme to date that was designed to capture
children’s emerging speech acts it the context of spontaneous social interaction with a
caregiver (Ninio et al., 1994). The coding scheme has two coding tiers: 1) the interchange
level that annotates the topic of the conversation (e.g., “discussing a recent event”),
and may span multiple utterances, and 2) the illocutionary force level (e.g., “Ask a
yes/no question”) which is determined at the utterance level. Here, we focus on the
illocutionary force. INCA-A has 67 di�erent speech act types, which are grouped into
several high-level categories such as directives, declarations, commitments, markings,
statements, questions, evaluations, and other vocalizations.3

Automatic Classi�cation of Speech Acts

Speech act classi�cation (also referred to as dialogue act tagging in the �eld of Natural
Language Processing) describes the task of annotating utterances in dialogue with their
respective speech act category. Given a transcript of a conversation and a speech act
coding scheme, each utterance in the transcript is assigned one of the speech acts in
the coding scheme (Stolcke et al., 2000).

Early work used Hidden Markov Models to map utterances to speech acts using a set of
lexical, collocational, and prosodic cues (Stolcke et al., 2000). Subsequent work has used

2For fair comparison, we excluded very short transcripts where the number of children’s utterances
was less than the minimum number of children’s utterances in transcripts of the New England corpus at
the same age.

3Refer to the appendix for the full list of speech acts.
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Recurrent Neural Networks (RNNs) such as Long short-termmemory networks (LSTMs)
for encoding transcribed utterances in order to leverage the sequential structure of
the data (Khanpour et al., 2016). More recent approaches combine hierarchical deep
neural network encoders with Conditional Random Field (CRF) decoders (Kumar et al.,
2018). While the encoder is aware of relationships between the di�erent utterances
of a transcript and thus models dependencies in the feature space, the CRF can model
transition probabilities in the label space. In this way, it can for example learn common
adjacency pairs (Scheglo� & Sacks, 1973) in conversation, e.g. that questions are usually
followed by answers.

Following this brief review, we considered and compared the following models.

Baselines

As this work is the �rst to propose automatic speech act annotation using the INCA-A
coding scheme on child-caregiver conversations, we run several baselines in order to
obtain reference performances on this speci�c task.

Majority Classi�er. As a �rst simple baseline, we consider the majority classi�er,
which always predicts the most frequent speech act.

Random Forests.We use the reference implementation of a random forests algo-
rithm from scikit-learn (Pedregosa et al., 2011). As features, we provide the model with
the speaker (caregiver or child), bag-of-words, part-of-speech tags (that are present in
the corpus4), and the number of words in the utterance.

Support Vector Machine. Using the same features as for the random forests model,
we train and evaluate a linear support vector machine from scikit-learn.

Conditional Random Field

Next, we consider a CRF as annotation model. We hypothesized this model would
outperform the baselines thanks to its ability to track transition probabilities in the
label space. We use pycrfsuite5 (Okazaki, 2007) to implement the CRF. We extend the
set of features used by the baseline models and add bigrams and repetitions (words
that are repeated from the previous utterance, as well as the number of repeated words
normalized by the utterances length) to provide the model with some context of the
previous utterances.6 The model uses the whole conversation in a transcript to �nd the
most probable sequences of labels using the Viterbi algorithm.

4The POS tags in CHILDES were automatically generated using the Morphological Analysis algorithm
(MOR; MacWhinney, 2000) which yields a high accuracy rate on CHILDES adult data (above 99%).

5https://github.com/scrapinghub/python-crfsuite
6In preliminary experiments we tested adding all the exact words of previous utterances as features

to the model but observed, if anything, a small degradation in performance.
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Hierarchical LSTM + CRF

We further consider a model that is inspired by state-of-the-art speech act annotation
models in other domains. More speci�cally, we implement a hierarchical LSTM en-
coder combined with a CRF decoder similar to the implementation of Kumar et al.
(2018). The encoder processes the utterances within a transcript on two levels. We add
a special token representing the speaker identity to the beginning of each utterance.
A�erwards, for each utterance, one-hot encodings of the words are passed through
word embeddings, and are then encoded using the word-level LSTM. The last hidden
representation of this LSTM forms the latent utterance representation, which is then
passed into the utterance-level LSTM. This higher-level LSTM processes the utterances
sequentially and generates conversation-context-aware representations. The output
of each timestep of the utterances LSTM is then passed as features to a CRF, which
predicts the corresponding speech act. The model has access to contextualized utter-
ance representations as well as the history of speech acts for the classi�cation task.
A high-level overview of the architecture of this model can be found in the appendix
(Figure 9).

BERT

Given recent developments in NLP regarding the success of pre-trained contextualized
embeddings (Devlin et al., 2018), we additionally test the performance of a model
where utterances are encoded using BERT. The success of these models relies on self-
attention mechanisms that allow the model to create contextualized representations
with long-range dependencies as well as setups in which the encoder is pre-trained
on large-scale data before being �ne-tuned on the actual task. Here we replace the
word-level LSTM of the Hierarchical LSTM + CRF model with a pre-trained publicly
available implementation of DistilBERT (Wolf et al., 2020). The weights of BERT are
�ne-tuned on the task. Details on the hyperparameters of the neural network models
can be found in the Appendix.

Measures of Speech Act Emergence

Here we introduce measures of speech acts’ age of emergence, both at the level of
children’s production and comprehension.

Production

By analogy to work in word learning (Braginsky et al., 2016; Goodman et al., 2008), we
de�ne the age of acquisition of a speech act in production as the month by which at
least 50% of the observed children produce it.7 More precisely, for each speech act S,

7In line with Snow et al. (1996), we consider that a child acquired a speech act if it is produced at least
twice at a certain age.
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we proceed as follows:

1. For each age in the dataset (i.e., 14, 20 and 32 months), calculate the proportion of
children who are producing S at least twice.

2. Perform a logistic regression over these proportions.

3. Measure the age of �rst production as the age where the logistic regression curve
surpasses the value 0.5.

Comprehension

Studying speech act emergence only from a production point of view may underesti-
mate children’s pragmatic competence. Thus, we additionally introduce a measure for
children’s comprehension, which we de�ne as the ability of children to respond to a
target speech act in a contingent fashion (e.g., responding to a “yes/no question” with
“yes” or “no”). More precisely, for each speech act S, we proceed as follows:

1. Find all utterances produced by the caregivers labelled as S.

2. Find all cases where these utterances are followed by an utterance of the child.

3. For each occurring follow-up utterance, annotate whether its speech act is con-
tingent as a response to S.8 Wemanually annotated the contingency of all combi-
nations of speech act categories that appear in the data. Using this annotation,
we could label each child utterance that follows a caregiver utterance as either
possibly contingent or non-contingent based on the corresponding speech act
category. The contingency annotation can be found in the GitHub repository:
https://github.com/mitjanikolaus/childes-speech-acts.

4. For each age (14, 20 and 32 months), calculate the proportion of contingent follow-
up utterances.

5. Perform a logistic regression over the proportion.9

6. Measure the age of comprehension as the age where the logistic regression curve
surpasses the value 0.5.

8Annotating contingency was done using a binary scale, indicating whether the speech act was possibly
contingent (1) or clearly non contingent (0). A speech act was considered contingent (1) if it can form a
coherent response with respect to the previous speech act, and non contingent (0) otherwise.

9We only regard data points where the proportion was calculated over at least 2 examples, i.e. where
there were at least two utterances with follow-ups.
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Table 1: Accuracy for all models.

Model Accuracy

Majority Classi�er 13.44% (±2.81%)
Random Forests 62.81% (±6.29%)
Support Vector Machine 62.42% (±6.97%)
Conditional Random Field 72.33% (±4.23%)
Hierarchical LSTM + CRF 69.77% (±3.70%)
+ BERT 68.50% (±4.29%)

Inter-Annotator Agreement 81% to 89%

Results and Analyses

First, we compare performance across all models presented above on the New England
corpus. Second, we choose the best performing model and test the extent to which its
predicted labels replicate major �ndings obtained using gold labels from Snow et al.
(1996). Finally, we use themodel to automatically label theNorth American section from
CHILDES and explore how original �ndings from Snow et al. (1996) on the emergence
of speech acts generalize to this larger dataset.

ComparingModels of Speech Act Labeling

We evaluate our models on the speech act annotations of utterances in the New England
corpus (Snow et al., 1996). We employ 5-fold cross validation so that we evaluate (and
later utilize in all analyses) only the predicted labels on the parts of the corpus that were
not seen by the model in the training phase. To this end, and to obtain labels for the
whole New England corpus, we train models on 5 di�erent training sets, always holding
out 20% of the data. Then we use each of the trained models to label their respective
test sets which together form a set of predicted speech act labels for the whole New
England corpus.

We report the mean and standard deviation (based on the �ve cross-validation runs)
of each model’s accuracy in Table 1. The majority classi�er had a high score given the
relatively large label space. This could be explained by the fact the label distribution
is heavily skewed (Figure 1). A small set of speech acts are used very frequently while
several others are rarely used. As for other baseline models, i.e., random forests and
support vector machine, the scores are relatively high despite the fact that they do
not have access to the conversation history or dependencies in the label space. Our
more sophisticatedmodels (Hierarchical LSTMwith andwithout BERT) did not improve
performance much, which could be explained by the lack of large-scale training data.
Further, in the case of the BERT-based model, we hypothesize that we do not see any
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Figure 1. Distribution of frequencies of all speech acts in the New England corpus. Labels
from the INCA-A tagset are listed in the Appendix.

performance gains because this model is pre-trained on large text corpora (based on
e.g. Wikipedia) that do not have much in common with the dynamics of child-caregiver
conversations.

Finally, we �nd that the CRF model shows the highest accuracy scores, outperforming
the baselines aswell as themore complex neural networkmodels. Its large performance
gains over the baseline are most likely explained by its ability to track transition proba-
bilities in the label space. This property is crucial for the task of speech act annotation;
given a speech act sequence, certain speech acts are very likely to follow and others
are not. The CRF is the best-performing model, and thus, it is the one we for the rest of
analyses in the paper.

Amount of Training Data

We further investigate the e�ects of the amount of training data on the performance of
the CRF model. Figure 2 presents the test accuracy as a function of training set size for
this model. The performance indicated in Table 1 was obtained when the model was
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trained on 80% of the dataset (around 44,000 utterances). However, from the learning
curve in Figure 2 we can see that the model actually achieves decent scores (around
65% accuracy) when trained on only 5,000 annotated utterances, and almost converged
when trained on about 20,000 annotated utterances.

Figure 2. CRF: Accuracy as a function of training set size.

Error Analysis

To gain a better understanding of our best performing model (the CRF), we perform
an error analysis. For each speech act category, we calculate precision, recall and f1-
score. Results can be found in the Appendix. The variance of the f1-scores for di�erent
categories is remarkably high, with values ranging from 0 to 95%. Performance is best
for speech acts QN (“Ask a product-question”) and EA (“Elicit onomatopoeic or animal
sounds.”) and worst for speech acts such as CR (“Criticize or point out error in nonverbal
act”) and AL (“Agree to do something for the last time.”).

One important factor a�ecting the per-label performance is the availability of training
examples and the distribution of speech acts in the dataset is heavily skewed with a long
tail (see Figure 1). For labels with only very few training examples themodel struggles to
pick up important features. Indeed we �nd a high correlation between the frequency of

Volume 2, Issue 1, 31 December 2022



Language Development Research 278

labels and their respective f1-score (Spearman correlation coe�cient: 0.59, p < 1 · 10−5).
The example in Table 2 illustrates this �nding. In the conversation, all speech acts have
been predicted correctly by our model except for the last utterance (“You’re a nut”),
which is labelled as ST (“Make a declarative statement”) while the ground-truth label is
DS (“Disapprove scold protest disruptive behavior”). Indeed, the speech act DS occurs
very few times in the training data (only 40 examples, i.e., less than 0.1% of the training
data).

Table 2: Excerpt of a conversation from the New England Corpus (Child: Liam, Age: 14
months, Transcript: 99) with manually-annotated speech acts ("Manual") and predicted
speech acts ("CRF"). Labels from the INCA-A tagset are listed in the Appendix.

Speech act
Manual CRF

Mother: We’re having a little problem here in the corner. ST ST
(Mother stands up)
(Child unplugs cord from wall again)
Mother: Liam ! CL CL
(Mother takes hold of Child’s hand)
Mother: No! PF PF
(Mother takes hold of cord and tries to pull it out of Child’s hand,
Child holds onto cord)
Mother: Let go. RP RP
(Child lets go of cord, Mother plugs cord back into wall, Child
watches what Mother does with cord)
Mother: No. PF PF
(Mother picks up Child)
Mother: You’re a nut. DS ST

Another factor that a�ects the model’s performance is what appears to be ambiguities
in the de�nition of some categories in the INCA-A coding scheme. In particular, many
pairs of speech acts are either very similar or hierarchically related (see Cameron-
Faulkner and Hickey (2011) for a similar observation). More concretely, there are
pairs of speech act categories that describe overlapping communicative intents (e.g.,
“Criticize or point out error in nonverbal act” (CR) can overlap with “Disapprove scold
protest disruptive behavior” (DS) and pairs of speech acts where the meaning of one act
appears to be covered by the other broader act (e.g., the speech act “Praise for motor
acts i.e for nonverbal behavior.” (PM) is part of “Approve of appropriate behavior.” (AB)).
Such overlaps in the de�nition of some categories do not help the model make clear
distinctions between the a�ected categories and, thus, tend to con�ate them.

We provide an example for this phenomenon in Table 3. In this conversation, the
mother’s utterance “Good girl” is labelled by the CRF as “Approve of appropriate be-
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havior.” (AB), which is not incorrect, but di�ers from the human annotation, which
categorizes it as “Praise for motor acts i.e for nonverbal behavior.” (PM). We hypoth-
esize that collapsing overlapping categories would improve the model performance.
Indeed, we experimentedwith an alternative coding schemewherewe collapsed certain
categories and the model achieves a higher average performance of 75.35% (±4.17%)
accuracy. However, for the remainder of this work, we continue using the original
coding scheme to ensure comparability to the work of Snow et al. (1996).

Table 3: Excerpt of a conversation from the New England Corpus (Child: Joanna, Age: 20
months, Transcript: 32) with manually-annotated speech acts ("Manual") and predicted
speech acts ("CRF"). Labels from the INCA-A tagset are listed in the Appendix.

Speech act
Manual CRF

Mother: Take it [= book] out of the box. RP RP
(The child struggles with both hands on the open book. Afterwards, the
child pulls the book up and out of the box)
Mother: Good girl. PM AB

Replicating Findings from Snow et al. (1996)

Here we validate the CRF model by testing its ability to lead to conclusions similar
to the ones obtained in Snow et al. (1996). To this end, and as we mentioned earlier,
we proceed in two steps: First, we replicate major �ndings in Snow et al. (1996) using
their hand-annotated labels. Second, we compared them to the corresponding �ndings
obtained using the labels that were predicted using our CRF model. In addition to
replicating main analyses from Snow et al. (1996) (i.e., development of the size and
distribution of speech acts), we also tested the models with a new, more speci�c task
that consists of predicting the precise normative age of acquisition of speech acts in
both production and comprehension.

Development of the Number of Distinct Speech Acts

Figure 3 shows the proportion of children producing a given number of di�erent speech
act types for the three age groups studied in Snow et al. (1996) (This is a direct replication
of Figure 2 in the original paper). Next to each bar obtained from the hand-annotation
(in blue) we plot the corresponding bar from the automatic labeling by CRF on the same
dataset (in orange).

We can see that the patterns observed in Snowet al. (1996) arewell captured by automatic
labeling data: At 14 months, most children produce only a handful of speech act types,
such as statements (ST), repetitions (RT) and markings (MK). This number increases on
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Figure 3. Proportion of children producing a given number of distinct speech act types
at 14, 20, and 32 months old. Note that the y-axis for the bottom two figures has been
shortened for better visibility.

average for children aged 20 months where now a substantial proportion of children
become able to produce around 10 di�erent speech act types (now starting to use
for example requests (RP), stating intent (ST) and product questions (QN)). Finally, at
32 months, children typically produce between 10 and 20 di�erent speech act types
(starting to use for example polar questions (YQ)). When compared to hand annotated
data in the New England corpus, the model was able to capture not only the rough
number of speech act types produced at each age range, it was also able to capture quite
well the variability between children at each age.

We can quantify the similarity between the hand- and automatic-annotation-based
distributions by computing their Jensen-Shannon distances. This measure quanti�es
the dissimilarity between two probability distributions with values ranging from 0
(maximally similar) to 1 (minimally similar). The similarities of distributions from
manually and automatically annotated data were as follows: 0.262 (at 14 months), 0.367
(at 20 months), and 0.186 (at 32 months).

Development of the Distribution of Speech Acts

Figure 4 shows the replication of the analysis on the development of the distribution of
speech acts (cf. Table 9 in Snow et al. (1996)). This analysis compares the proportions of

Volume 2, Issue 1, 31 December 2022



Language Development Research 281

utterances that fall within each speech act category for the three age groups. Similar
to the previous graph, next to each bar obtained from the hand-annotation (in blue)
we plot the corresponding bar from the automatic labeling by CRF (in orange). We
can see that the frequency distributions look remarkably similar in each age group
(see Appendix for the legend of what each speech act label refers to). Jensen-Shannon
distances of automatically annotated data (New England) compared to data from Snow
et al. (1996) were: 0.089 (14 months), 0.103 (20 months), 0.080 (32 months).

Figure 4. Frequency distribution of speech acts for di�erent ages. Note that the y-axes
have been trimmed for better visibility (The frequencies for YY at 14 months are around
0.6).

Generalizing Findings to Data in CHILDES

In the previous subsection, we validated the model by comparing �ndings from pre-
dicted and hand-annotated labels of the same data. Here, we use the trained model to
automatically annotate data from English corpora in CHILDES. The goal is to investigate
the extent to which �ndings obtained in Snow et al. (1996) generalize to a larger number
of children and to the variety of communicative contexts represented in these new
corpora.

More precisely, we trained the CRF on the whole New England corpus (no held-out test
set) and used it to annotate speech acts on transcripts of children aged between 14 to 32
months old in the North American English corpora of CHILDES (excluding transcripts
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from the New England corpus). Next, we perform the same analyses as in the previous
section using the large-scale annotated data.

Development of the Number of Distinct Speech Acts

The green bars in Figure 3 show the number of di�erent speech act types produced
by children from CHILDES. Developmental patterns are very similar to the original
graphs (in orange), with the exception of the oldest age group (i.e., 32 months) where
we found that more children produced a relatively larger number of di�erent speech
acts (more than 20). Jensen-Shannon distances of automatically annotated data (English
CHILDES) compared to data from Snow et al. (1996) were: 0.209 (at 14 months), 0.222 (at
20 months), and 0.418 (at 32 months).

Development of the Distribution of Speech Acts

We present the frequency distribution of speech acts for children from CHILDES in the
green bars of Figure 4. Again, patterns obtained by Snow et al. (1996) generalize very
well. Jensen-Shannon distances of automatically annotated data (English CHILDES)
compared to data from Snow et al. (1996): 0.204 (14 months), 0.173 (20 months), 0.197 (32
months).

Age of Acquisition of Speech Acts

In this section, we present results for the age of acquisition of speech acts in terms of
production and comprehension using the measures de�ned in the Section “Measures
of Speech Act Emergence”.

Production

We calculated the age of acquisition for a subset of 25 speech acts10 using both the
manually-annotated labels from Snow et al. (1996) and the automatically generated
labels from the CRF on the same dataset. Examples for regression plots and predicted
ages of acquisition for all speech acts can be found in the appendix. Then, we calculated
the Spearman rank-order correlation11 to examine whether the order of emergence of
speech acts is correctly captured by the automatically annotated data.

10These were the ones for which we could �t a logistic regression using at least two data points. While
the number of acts we keep may seem small compared to the original size (65 possible speech acts
excluding categories for unintelligible speech acts, YY and OO), it is due to the fact that the frequency
distribution is highly skewed: Most categories occurred rarely in the corpus (Figure 1) and therefore did
not provide enough data to be used in the calculation of age of acquisition.

11The rank-order correlation was computed over the subset of 25 speech acts for which an age of
acquisition could be calculated, details in the Appendix.
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Figure 5. Correlation of age of acquisition in terms of production as calculated using data
from Snow et al. (1996) and automatically annotated data for the New England corpus
and CHILDES. Note that some speech acts are not displayed because the axes limits were
set to 60 months for better visibility of early development. However, the correlation was
calculated for all values.

The resulting high correlation (see Figure 5 (le�); r ≈ 0.84, p < 1·10−6) indicates that the
automatically generated labels can provide reasonable estimates for the developmental
trajectory of speech acts.

We also calculated ages of acquisition using the predicted labels on CHILDES data.
Figure 5 (right) shows the correlation with the ages calculated using New England data.
Spearman rank-order correlation was r ≈ 0.81 (p < 1 · 10−6).

Comprehension

To illustrate the emergence of speech acts in terms of comprehension, we �rst show ob-
served adjacency pairs for adult-child turns for di�erent ages in Figure 6. The youngest
children respond with unintelligible utterances or utterances without clear function
(YY, OO) in most of the cases displayed. Children at 20 months show some consistent
patterns in their response behavior: Polar and product questions (YQ, QN) are answered
with adequate responses (AA, SA). Polite requests (RQ) are either accepted (AD) or refused
(RD). Requests or suggestions (RP) are also usually accepted or refused, although in some
cases children answer with a statement (ST), which is not contingent. Additionally,
there is still a large amount of utterances without clear function (YY). Only by the age of
32 months, most of the parents’ utterances are addressed with contingent responses (at
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Figure 6. Adjacency pairs of speech acts for children of 14, 20, and 32 months. Utterances
by the caregiver are on the le�, responses by the children on the right. Filtered to display
speech acts that occur in at least 0.01% of the data for better visibility. The colors indicate
the higher-level interchange type for each speech act (see Snow et al., 1996).

least as captured at the broad level of speech act categories).
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Examples for predicted ages of acquisition for all speech acts can be found in the
appendix. We observe that while there are similar trajectories in production and com-
prehension for some speech acts (e.g. RR), we also observed some striking di�erences in
other cases. For example, “demands for permission” (FP) is produced very late (around
52 months), but they are already understood a lot earlier (around 14 months).

As done for the production measure, we calculated the age of acquisition using both the
ground-truth labels from Snow et al. (1996) and the automatically generated labels from
the CRF on the same dataset, as well as using generated labels on the English CHILDES
data. As in production, the Spearman rank-order correlation coe�cient12 (see Figure 7,
le�; r ≈ 0.46, p < 0.01) indicates a statistically signi�cant positive correlation (however
lower than for the production measure). For the correlation with predicted labels on
CHILDES data, the Spearman rank-order correlation was r ≈ 0.63 (p < 1 · 10−5; see
Figure 7, right).13

Figure 8 shows the full distribution of age of emergence in both production and compre-
hension. It shows that, overall, comprehension of speech acts precedes their production.
Indeed, a paired t-test (using only speech acts for which we could calculate an age of
acquisition both in production and in comprehension) shows a mean di�erence of 2.51
months (p < 0.05).14

Finally, we ask how the trajectory of emergence in comprehension compares to that of
production. For instance, does production follow the same pattern/order of comprehen-
sion, only delayed? Pearson’s correlation between the two developmental trajectories
is r ≈ −0.07 (p ≈ 0.76), indicating that speech acts emerge di�erently in production
and comprehension, and suggesting that these two dimensions of development may be
explained by di�erent factors.

12The rank-order correlation was computed over the subset of 47 speech acts for which an age of
acquisition in terms of comprehension could be calculated, i.e. cases in which we could �t a logistic
regression using at least two data points, details in the Appendix.

13As we said above, we chose to �t the age of acquisition using logistic regressions following the
method used for the AoA of words Frank et al. (2021). The main limitation here was the sparsity of
available annotated data: The study by Snow et al. (1996) only considers 3 di�erent age groups: Children
at 14, 20, and 32 months. While the �tted curves were good for production, this was less obvious for
comprehension data based on contingency (see the graphs in the appendix). Note, however, that for
our analysis, i.e., correlating AoA from predicted vs. hand-annotated speech acts (Figures 6 and 7), we
only needed the ranking of AoA, not necessarily absolute values of ages. So, one simple way to test the
robustness of these correlations is the following: Instead of estimating the AoA using logistic regressions,
we can estimate the ranking without �tting any model and directly from the data. More speci�cally, we
computed the proportion of children that produced (or understood) a given speech act (averaged over
the three-time points) and ranked the speech acts according to these proportions as a proxy for their
order of acquisition. The resulting rank-order correlations obtained using this model-free method were
very close to the correlations found using the regression method, thus corroborating these �ndings.

14When using the alternative coding scheme with collapsed speech act categories (see Section "Error
analysis"), this di�erence increases to 9.61 months (p < 0.01).
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Figure 7. Correlation of age of acquisition in terms of comprehension as calculated using
data from Snow et al. (1996) and automatically annotated data for the New England cor-
pus and CHILDES. Note that some speech acts are not displayed because the axes limits
were set to 60/40 months for better visibility of early development. However, the correla-
tion was calculated for all values.

Development of Speech Acts Beyond 32 Months

Since CHILDES contains data for children beyond the age range studied in Snow et al.
(1996), we could also make predictions about the age of acquisition of some speech
acts that could not be calculated using the New England corpus because they were
not yet acquired by children by 32 months. To this end, we use all transcripts up to
54 months (data become sparse beyond that age). Using this larger set of annotations,
we can for example estimate the age at which children produce speech acts such as
prohibitions (PF, at 84.9 months), give reason (GR, at 87.0 months), polite requests (RQ,
at 66.2 months), and make promises (PD, at 130.7 months)). These predictions are
consistent with the developmental literature showing a late acquisition of some of these
speech acts (Matthews, 2014). A table of all results can be found in the Appendix.

Discussion

Theway childrenmaster languageuse in social interaction is an important frontier in the
study of language development (Bloom & Lahey, 1978; Casillas & Hilbrink, 2020; Clark,
2018; Matthews, 2014; Snow et al., 1996). Answering this question has also the potential
for impact in clinical applications (e.g., early and automatic detection of communicative
di�culties). However, the investigation of this phenomenon in ecological valid settings
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Figure 8. The distribution of the speech acts’ age of emergence in comprehension and
production.

requires complex, large-scale data annotation which is prohibitively expensive to do by
hand only.

In the current work, we introduced a simple model that allows for reliable automatic
labeling of major speech act categories in the context of child-caregiver social inter-
actions. We trained the model on a dataset that was previously hand-annotated using
INCA-A, a comprehensive coding scheme for speech acts in early childhood (Ninio et al.,
1994; Snow et al., 1996). When tested on parts of the data it had not seen in the training,
the model predicted speech acts that captured quite well the major �ndings reported
in this earlier work such as the average trajectory of speech act development and the
patterns of variations between children.

Besides providing a valuable tool that we make available to the community, a major
theoretical contribution of the paper was testing how earlier �ndings — obtained using
hand annotation of a small number of children — generalize to a larger and di�erent
sample. We tested this generality by automatically labeling the entire American English
section of CHILDES for speech acts. We found that, across all major analyses, children
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show, overall, patterns that were very similar to the ones reported by (Snow et al., 1996).
The main di�erence was that older children in the larger dataset produced noticeably
more speech act types than children of similar age in the original study (Figure 3,
bottom). This di�erence could be due to the fact that the larger dataset contains a richer
set of conversational contexts, giving children the opportunity to performmore distinct
speech act types.15

Anther contribution of this work is the introduction of twomeasures to quantify the age
of emergence of speech acts in children’s production and comprehension. We found that
these two measures (i.e., comprehension and production) did not correlate, indicating
that they provide non-redundant information about development and suggesting that
speech acts may develop di�erently in production and comprehension. In particular,
factors that would be relevant for learning in production may not necessarily be the
same in comprehension, especially in the rather asymmetrical context of child-caregiver
interactions.

To illustrate, take the case of “Yes/no requests” (RQ) vs. “yes/no questions for infor-
mation.” (YQ). In production, we replicated Snow et al. (1996)’s �nding that children
produce yes/no questions as requests later than yes/no questions for information (very
few children produced the �rst act and only at 32 months). This fact is also in line with
the literature on politeness which suggests that children produce polite requests quite
late (Axia & Baroni, 1985). Interestingly however, in comprehension we found that on
average children responded contingently to the yes/no requests at about the same age
as they do to yes/no questions for information.

When using automatically annotated data fromourmodel, we found that their predicted
measures of age of acquisition correlated to a high degree with the ages of acquisition
predicted frommanually labelled data, especially in production. In a direct application,
the model allowed us to estimate the age of acquisition of some late emerging speech
acts (e.g., “promise” and “give reason”) thanks to automatic labeling of newdata children
that were older in CHILDES than in the original New England corpus.

While the automatic labelling model provides a high average accuracy score, the per-
label scores showed high variability. While, as we argued above, some of this variability
can be explained by the frequency of occurrence in the training data and by ambiguities
in the de�nition of some categories in the coding scheme, we speculate that other
factors could be in play as well, especially the linguistic variability with which a speech

15Another observation was that the proportion of children producing no speech acts (i.e., 0 in Figure
3) at 14 months is noticeably higher in the automatically annotated data than in the original data. This
means that our model classi�ed more utterances as unintelligible or utterance without function than the
human annotators. We hypothesize that the highly skewed distribution of speech acts in the dataset for
children at this age, with many (but not all) utterances actually being without clear function, leads the
model to over�t to this case and miss some actually meaningful utterances.
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act can be expressed.16

For example, there is a variety of ways one can express the act of “giving reasons” (GR) in
linguistic terms, whichmakes it relatively hard to recognize based only on the linguistic
features of its instances (F-score = 0.3). In comparison, the set of linguistic terms
typically used to express, say, the act of “requesting repetition” (RR) or “eliciting question”
(EQ) is much more constrained, making their recognition easier (F-scores are 0.53 and
0.81, respectively), although all three categories have roughly similar (low) frequency
of occurrence in the data. Take also the case of “stating intent” (SI) and “prohibiting”
(PF). Both of these speech acts are similarly frequent (around 300 occurrences), but
the F-score for PF is much higher than the one for SI (0.76 and 0.43, respectively). This
di�erence could also be due to the fact that “prohibiting” is much more constrained
linguistically than “stating intent.”

Researchers have made a similar argument about the role that linguistic variability can
have on their learnability by children (e.g. Bloom & Lahey, 1978). This analogy is to be
takenwith a grain of salt though. More generally, it is not warranted tomake a direct link
between the learnability of speech act categories by our model and their learnability by
children: In the �rst case, the model was aimed at optimizing prediction accuracy and
had been trained on labeled data. In the second case, children learn without having
access to the true labels of the utterances. Models that aim at “discovering” categories
in an unsupervised fashion are more likely to be insightful about the learnability of
speech act categories by children (e.g. Bergey et al., 2021).

Limitations and FutureWork

Our model learns how to recognize speech acts from their linguistic instances only.
While the scores were quite good and allowed us to replicate major �ndings that were
obtained using human annotations, future work should seek to build more comprehen-
sive models that integrate multimodal cues — besides verbal language — that likely play
a role in signaling communicative intents including vocal and visual cues (e.g. Fernald,
1989; Senju & Csibra, 2008; Tomasello et al., 1997; Trujillo et al., 2018). This e�ort will
involve collecting multimodal data of spontaneous child-caregiver conversations (e.g.
Bodur et al., 2021) as well as the development of machine learning methods for the
automatic annotation of speech acts using linguistic, acoustic, and visual features.

Another limitation concerns the measures we used to quantify the age of acquisition.
While it is easier to quantify acquisition throughproduction, it is trickier tohave aperfect
measure of comprehension in a natural, uncontrolled context. Here, we provided a
contingency-based measure. Such an operationalization has allowed us to uncover new

16Indeed, the higher the variability within a given category, the more examples the model needs to
learn it.
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interesting phenomena (namely that children understand some speech act before they
produce them).

However, measuring contingency is a notoriously di�cult task, especially in a naturalis-
tic setting and with verbal data only. First, responses can be contingent in various ways:
For example, asking a yes-no question like "Do you want a banana?" can be followed by
many speech acts that can all be contingent such as "Yes!", "I just ate one", or "now?".
Other speech acts such as declarative statements do not necessarily require a response,
so the listener might understand the communicative intent without necessarily giving a
response. In this work, we partly avoided these di�culties by using a broad binary anno-
tation that judged whether a response was possibly contingent or totally inappropriate
(e.g., a "greeting" a�er a "yes-no question").

In addition to these theoretical di�culties, there are practical di�culties related to
the fact that children (especially the younger ones) may respond contingently but in
a non-verbal fashion (a case that is not captured by the current model). Besides, they
sometimes respond in an unintelligible fashion (a case which we had to classify as
non-contingent). Another case is when they do not respond at all (leading to more data
exclusion). However, when children do not respond (e.g., a�er being asked a question),
it does not necessarily mean that they did not understand the speech act. For example,
children may lack the appropriate vocabulary to formulate an adequate response or
they may just not be interested in following up.

Finally, we did not take into account the timing of responses (as several CHILDES
corpora lack timestamps in the transcripts). This is important, because if a child’s
response only follows a caregiver’s utterance a�er a long temporal delay, it may not be
an actually response, but a new initiation. Thus, it would not be appropriate to judge the
contingency of this “response” with respect to the caregiver’s utterance that preceded
it.

All these reasons may contribute to making our contingency measure under-estimate
children’s early age of comprehension. That is, it is very likely that children understand
many speech acts at amuch earlier age thanwhatwe report in thiswork. That said, some
results using this measure, especially the fact that comprehension precedes production
in some categories, would still hold. In fact, if anything, a more accurate measure of
comprehension would just make such conclusions stronger.

Finally, we found several limitations the INCA-A coding scheme when automatically
labeling utterances, including overlapping aswell as hierarchically related categories (cf.
the error analyses section as well as Cameron-Faulkner (2014) for similar observations).
In the future, the coding scheme should be updated in order to make it less ambiguous
for automatic annotation.
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To conclude, this work has introduced both novel research tools and measures that we
hope will pave the way to a more quantitative approach to the study of children’s speech
act development in the wild.
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Appendix

INCA-A Tagset

Speech acts of the INCA-A coding scheme (Ninio et al., 1994) are listed in Table 4.

Table 4: Speech acts of the INCA-A tagset.

Speech Act Description

AA Answer in the a�rmative to yes/no question.
AB Approve of appropriate behavior.
AC Answer calls/ show attentiveness to communications.
AD Agree to carry out an act requested or proposed by other.
AL Agree to do something for the last time.
AN Answer in the negative to yes/no question
AP Agree with proposition or proposal expressed by previous speaker
AQ Aggravated question expression of disapproval by restating a question
CL Call attention to hearer by name or by substitute exclamations
CM Commiserate express sympathy for hearer’s distress.
CN Count.
CR Criticize or point out error in nonverbal act.
CS Counter-suggestion/ an indirect refusal.
CT Correct provide correct verbal form in place of erroneous one.
CX Complete text if so demanded.
DC Create a new state of a�airs by declaration
DP Declare make-believe reality.
DR Dare or challenge hearer to perform an action.
DS Disapprove scold protest disruptive behavior.
DW Disagree with proposition expressed by previous speaker.
EA Elicit onomatopoeic or animal sounds.
EC Elicit completion of word or sentence.
ED Exclaim in disapproval.
EI Elicit imitation of word or sentence by modelling or by explicit command
EM Exclaim in distress pain.
EN Express positive emotion.
EQ Eliciting question (e.g. hmm?).
ES Express surprise.
ET Express enthusiasm for hearer’s performance.
EX Elicit completion of rote-learned text.
FP Ask for permission to carry out act.
GI Give in/ accept other’s insistence or refusal.
GR Give reason/ justify a request for an action refusal or prohibition
MK Mark occurrence of event (thank greet apologize congratulate etc.).
NA Intentionally nonsatisfying answer to question
ND Disagree with a declaration.
OO Unintelligible vocalization.
PA Permit hearer to perform act.
PD Promise.
PF Prohibit/forbid/protest hearer’s performance of an act
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PM Praise for motor acts i.e for nonverbal behavior.
PR Perform verbal move in game.
QA Answer a question with a wh-question.
QN Ask a product-question (wh-question)
RA Refuse to answer.
RD Refuse to carry out an act requested or proposed by other.
RP Request propose or suggest an action for hearer or for hearer and speaker.
RQ Yes/no question or suggestion about hearer’s wishes and intentions
RR Request to repeat utterance.
RT Repeat or imitate other’s utterance.
SA Answer a wh-question with a statement.
SC Complete statement or other utterance in compliance with request.
SI State intent to carry out act by speaker.
SS Signal to start performing an act such as running or rolling a ball
ST Make a declarative statement.
TA Answer a limited-alternative question.
TD Threaten to do.
TO Mark transfer of object to hearer
TQ Ask a limited-alternative yes/no question.
TX Read or recite written text aloud.
WD Warn of danger.
WS Express a wish.
XA Exhibit attentiveness to hearer.
YA Answer a question with a yes/no question.
YD Agree to a declaration.
YQ Ask a yes/no question.
YY Make a word-like utterance without clear function.

Model Details

Hyperparameters

The models were trained until convergence on a held-out dev set (10% of the training
data). A small set of hyperparameter con�gurations based on best practices were
evaluated in preliminary experiments. The con�guration listed in Table 5 led to the
best results.

The learning rate for training the BERT-based model is substantially lower than for the
other model as this model is already pre-trained and we are only �ne-tuning it on the
task.
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Table 5: Model hyperparameters

Hierarchical LSTM + CRF

vocabulary size 1000
word embeddings size 200
word-level LSTM hidden layer size 200
utterance-level LSTM hidden layer size 100
dropout 0.2
optimizer Adam
initial learning rate 0.0001

+ BERT

same as above, except for:
initial learning rate 0.00001

Architecture

A high-level overview of the architecture of the hierarchical LSTM+CRF model can be
found in Figure 9.

Figure 9. Architecture of the Hierarchical LSTM + CRF model.
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Error Analysis

Table 6 contains per-label precision, recall, and F1-scores for a model trained on 80%
of the New England corpus and tested on the remaining 20%.

Table 6: Error analysis

precision recall f1-score support

AA 0.628 0.628 0.628 148
AB 0.690 0.454 0.547 108
AC 0.603 0.527 0.562 245
AD 0.674 0.651 0.662 229
AL 0.000 0.000 0.000 1
AN 0.625 0.571 0.597 35
AP 0.658 0.603 0.629 239
CL 0.800 0.875 0.836 160
CM 0.375 0.231 0.286 13
CN 0.200 0.500 0.286 4
CR 0.000 0.000 0.000 13
CS 0.273 0.086 0.130 35
CT 0.529 0.138 0.220 65
DC 0.750 0.316 0.444 19
DP 0.000 0.000 0.000 8
DS 0.375 0.273 0.316 11
DW 0.633 0.404 0.494 47
EA 0.974 0.884 0.927 43
EC 0.857 0.429 0.571 14
ED 1.000 0.333 0.500 15
EI 0.632 0.800 0.706 15
EM 0.000 0.000 0.000 1
EQ 0.750 0.849 0.796 53
ET 0.739 0.459 0.567 37
EX 0.000 0.000 0.000 1
FP 0.833 0.694 0.758 36
GI 0.375 0.158 0.222 19
GR 0.350 0.226 0.275 31
MK 0.733 0.814 0.772 996
NA 0.000 0.000 0.000 30
ND 0.000 0.000 0.000 1
PA 0.600 0.409 0.486 22
PD 0.800 0.211 0.333 19
PF 0.830 0.702 0.761 272
PM 0.518 0.345 0.414 84
PR 0.769 0.652 0.706 296
QN 0.940 0.958 0.949 1104
RD 0.679 0.494 0.571 77
RP 0.797 0.786 0.791 1689
RQ 0.830 0.848 0.839 506
RR 0.448 0.714 0.550 42
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RT 0.467 0.340 0.394 144
SA 0.782 0.662 0.717 417
SC 1.000 0.455 0.625 11
SI 0.551 0.405 0.466 309
SS 0.811 0.664 0.730 116
ST 0.690 0.791 0.737 1620
TA 0.000 0.000 0.000 3
TO 0.333 0.222 0.267 72
TQ 1.000 0.200 0.333 10
TX 0.818 0.863 0.840 73
WD 0.875 0.700 0.778 10
XA 0.671 0.464 0.548 110
YA 0.769 0.408 0.533 49
YD 0.000 0.000 0.000 5
YQ 0.715 0.772 0.742 705

macro avg 0.567 0.446 0.479 10437
weighted avg 0.738 0.725 0.726 10437
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Ages of Acquisition

Regression Plots

The regression plots in Figure 10 and 11 illustrate the proportion of children producing a
given speech act (in the case of comprehension, the proportion of contingent responses
made by children) across time as well as the best logistic �ts used to predict the speech
acts’ precise age of acquisition. We depict only 6 exemplary speech acts for better
readability. The data to create these plots was the original annotation data from Snow
et al. (1996).

Figure 10. Regression plot for production.

Volume 2, Issue 1, 31 December 2022



Language Development Research 301

Figure 11. Regression plot for comprehension.
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Predicted Ages of Acquisition

The following tables show the age of acquisition (in months) for speech acts calculated
using di�erent data sources ("-" indicates that no age of acquisition could be calcu-
lated, i.e. at no observed time the proportion of children producing the speech act
surpassed 0.5). We calculated the ages of acquisition in terms of production (Table 7)
and comprehension (Table 8).

Table 7: Predicted ages of acquisition for production.

Speech act Snow CRF CHILDES

AA 20.4 20.4 16.2
AC 30.8 32.9 32.9
AD 20.4 22.5 22.5
AN 35.0 30.8 26.6
AP 39.1 47.5 30.8
CL 41.2 45.4 70.3
CS 99.5 - 39.1
DC 45.4 45.4 53.7
DW 41.2 64.1 35.0
FP 51.6 - 37.1
MK 20.4 18.3 16.2
PA 45.4 45.4 45.4
PF - 43.3 35.0
PR 28.7 - -
QN 26.6 24.6 24.6
RD 26.6 24.6 22.5
RP 18.3 20.4 18.3
RR 43.3 39.1 41.2
RT 20.4 20.4 16.2
SA 18.3 16.2 10.0
SC 43.3 53.7 -
SI 22.5 26.6 22.5
ST 16.2 16.2 14.2
TO - 35.0 37.1
YQ 30.8 28.7 22.5

Table 8: Predicted ages of acquisition for comprehension.

Speech act Snow CRF CHILDES

AA 26.6 24.6 22.5
AB 24.6 35.0 24.6
AC 24.6 26.6 22.5
AD 20.4 24.6 22.5
AN - - -
AP 14.2 20.4 20.4
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AQ - - -
CL 30.8 35.0 30.8
CM 20.4 - 43.3
CN - - -
CR - - -
CS 28.7 30.8 10.0
CT 16.2 16.2 10.0
DC 10.0 - 24.6
DS - - -
DW 30.8 10.0 22.5
EA 10.0 12.1 10.0
EC - - -
EI 10.0 22.5 10.0
EQ 20.4 22.5 18.3
ET 20.4 24.6 26.6
FP 14.2 28.7 10.0
GI 32.9 32.9 49.5
GR 10.0 26.6 20.4
MK 22.5 22.5 20.4
PA 22.5 28.7 30.8
PD 10.0 59.9 10.0
PF 32.9 26.6 30.8
PM 20.4 26.6 26.6
PR 22.5 24.6 24.6
QN 22.5 22.5 10.0
RD 10.0 - -
RP 32.9 35.0 37.1
RQ 22.5 26.6 28.7
RR 35.0 39.1 99.5
RT 22.5 10.0 10.0
SA 20.4 18.3 22.5
SI 24.6 26.6 16.2
SS 30.8 22.5 30.8
ST 24.6 24.6 18.3
TO 26.6 35.0 24.6
TQ 20.4 12.1 10.0
TX 30.8 28.7 24.6
WD 24.6 - 87.0
XA 24.6 24.6 26.6
YA 26.6 28.7 26.6
YQ 24.6 24.6 26.6
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Predicted Ages of Acquisition Including Data of Older Children

Table 9 presents the ages of acquisition in terms of production including data from older
children (up to 54 months). We show only speech acts for which the age of acquisition
could be calculated, i.e. for which at some age the proportion of children producing
the speech act surpassed 0.5 .

Table 9: Predicted ages of acquisition including older children

Speech act Age of acquisition

AA 18.3
AC 45.4
AD 32.9
AN 41.2
AP 101.6
AQ 155.7
CL 136.9
CN 95.3
CR 141.1
CS 149.4
DP 107.8
DW 76.6
EA 91.2
EI 164.0
EM 180.6
EQ 93.2
FP 78.7
GR 87.0
MK 16.2
PA 139.0
PD 130.7
PF 84.9
QN 35.0
RD 39.1
RP 10.0
RQ 66.2
RR 66.2
RT 10.0
SA 10.0
SI 20.4
ST 10.0
TA 95.3
TQ 62.0
YA 188.9
YQ 26.6
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Abstract: Counterfactuals express alternatives that are contrary to the actual situation. In English, 
counterfactuality is conveyed through conditionals (“If pigs had wings, they could fly”) and wish-con-
structions (“I wish pigs had wings”), where the past tense morpheme marks non-actuality rather than 
past temporal orientation. This temporal mismatch seemingly complicates the already challenging 
task of mapping abstract counterfactual meaning onto these linguistic expressions during first lan-
guage acquisition. In this paper, we investigated the role of linguistic transparency on the acquisition 
of different counterfactual constructions with a corpus study on the spontaneous production of Eng-
lish-speaking children between the ages of 2-to-6. We extracted wish-utterances from 52 corpora avail-
able on CHILDES to compare children’s wish productions with those of adults, and additionally ex-
tracted counterfactual conditional utterances for 6 children to provide a comparative longitudinal 
overview of counterfactual wishes and conditionals. Our results support the idea that complexity of 
form-to-meaning mapping influences the emergence of counterfactual language. First, we observed a 
substantial number of productive errors in children’s speech, where they produce counterfactuals with 
present tense marking instead of past. These errors are consistent with a stage where children have 
yet to figure out that the past tense is an obligatory component of English counterfactual constructions 
signaling a present non-actuality, rather than a past event on the timeline. Second, our results show 
that wish-constructions, which are linguistically more transparent than counterfactual conditionals, 
generally emerge before counterfactual conditionals in children’s speech. This suggests that in Eng-
lish, counterfactual wishes might be easier to acquire than counterfactual conditionals.  
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Introduction 
 
Counterfactual reasoning encompasses our ability to think about alternative ways the 
world could be or could have been. With counterfactual expressions such as “If pigs 
had wings, they could fly” or “I wish pigs could fly” we express situations that are 
contrary to the actual state of affairs (pigs do not have wings) and imagine what the 
world would look like if they were true. In language development, the acquisition of 
counterfactuality is dependent on both cognitive and linguistic development. On one 
hand, children need to acquire the ability to postulate the non-actual alternative in 
conjunction with the actual state of affairs, which is typically thought to be a cogni-
tively demanding task (Beck et al., 2009; Byrne, 2007). On the other hand, children 
need to acquire the linguistic structures that express counterfactuality in their lan-
guage, and map counterfactual meaning onto these linguistic expressions. While var-
ious studies have investigated the acquisition of counterfactuality in production (e.g., 
Bowerman, 1986; Kuczaj & Daly, 1979; Reilly, 1982) and comprehension (e.g., Nyhout 
& Ganea, 2019; Rafetseder et al., 2010; Riggs et al., 1998; Robinson & Beck, 2000), we 
know little about the interaction of cognitive complexity, linguistic complexity, and 
form-to-meaning mapping in children’s development of counterfactual reasoning.  
 
The complexity of the form-to-meaning mapping of abstract concepts, is often 
thought to be dependent on input availability and the transparency of the linguistic 
cues that signal abstract meaning (Slobin, 1973, p. 178; Weist et al., 1997). Linguistic 
constructions that are transparent or dedicated in their expression of a complex con-
cept are thought to facilitate language acquisition. In this paper, we explore this hy-
pothesis by investigating the emergence of counterfactual language in the spontane-
ous production of English-speaking children between the ages 2-to-6. Specifically, we 
consider the influence of potentially misleading cues (the counterfactual’s “fake” past 
tense) and the role of construction transparency (whether an expression is dedicated 
to expressing counterfactuality or not) on the acquisition of counterfactual construc-
tions. Before we get more into the details of our study, we will first discuss the defini-
tion of counterfactuality and counterfactual reasoning, and provide background on 
children’s acquisition of counterfactuality. 
 
Defining Counterfactuality, Counterfactual Reasoning, Imagination and Desire 
 
The Expression of Counterfactuality 
 
Counterfactuality is a grammatical category used for linguistic expressions that 
imagine situations that are contrary to fact and different from the current or past sit-
uation (Iatridou, 2000). In English, counterfactuality can be expressed through 
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counterfactual (CF) conditionals (1) and wishes (2), making reference to an alterna-
tive present (1a/2a) or past (1b/2b). Crucially, the utterances in (1a-2b) all discuss an 
imagined car possession, while implicitly asserting that the speaker did not own a car 
at the reference time. 
 
(1a) If I had a car right now, I would drive.   PRESENT CF CONDITIONAL 
(1b) If I had had a car back then, I would have driven.   PAST CF CONDITIONAL 
 
(2a)  I wish I had a car right now.    PRESENT CF WISH 
(2b) I wish I had had a car back then.    PAST CF WISH  
 
Closely related to the present and past counterfactual, there is the future “counterfac-
tual” or ‘future less vivid’ (FLV) (Iatridou, 2000). This construction (3) can strictly not 
be called counterfactual, as it refers to the future and is in principle still realizable1. 
In counterfactual conditionals (3a), the future reading is the result of the eventive 
main verb in the if-clause (e.g., went). In wishes, the future reading comes from the 
inclusion of the verb would (3b). Like the present and past counterfactual, the future 
less vivid indicates the speaker believes the opposite to be most likely true (e.g., the 
utterances in (3) can be used when someone is scheduled to leave next week instead).  
 
(3a) If he went tomorrow, he would get there next week. FUTURE LESS VIVID (FLV) 
(3b) I wish he would go tomorrow.              (Iatridou, 2000, 28) 
 
The counterfactual and FLV utterances above, have in common that they all include 
past tense marking (indicated in bold). Usually, past tense inflection indicates an ac-
tual past, and can only combine with a temporal adverb that matches this temporal 
orientation, like yesterday (4). 
 
(4) I had a car (*right now/*tomorrow/yesterday). 
 

 
 
 
 
 
 
1However,	Iatridou	(2000,	p.235)	raises	the	question	of	whether	we	should	be	considering	it	a	real	counter-
factual	after	all,	as	 it	patterns	alike	with	 the	other	constructions.	 In	wishes,	 future	 temporal	orientation	
seems	to	indicate	a	desire	to	change	a	future	that	the	speaker	believes	to	be	unlikely	or	impossible	to	change,	
e.g.,	because	it’s	planned	or	determined. 
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However, in counterfactual constructions the past morpheme gives rise to a non-ac-
tual interpretation instead (Iatridou, 2000; Ippolito, 2006; Karawani & Zeijlstra, 2013; 
Ogihara, 2000; Romero, 2014). This mismatch between the counterfactual’s morpho-
logical tense marking (past) and temporal orientation (dubbed “fake” past tense by 
Iatridou, 2000), becomes evident when the “fake” past is combined with the present 
temporal adverb right now (1a/2a) or future temporal adverb tomorrow (3). In order to 
express true past temporal orientation (1b/2b), counterfactuals require double past 
marking (both “fake” and actual past) in the form of the ‘past perfect’. 
 
The occurrence of a “fake” past tense in counterfactual utterances is fairly prevalent 
across distinct language families (Bjorkman & Halpert, 2017; Iatridou, 2000; James, 
1982; von Prince, 2017, p.6 and references therein). For this reason, it is often theo-
rized that the “fake” past plays an important function in the linguistic expression of 
counterfactuality. There are two main approaches to analyzing the semantic role of 
the counterfactual’s past tense morpheme. Past-as-past (or ‘back-shifting’) ap-
proaches argue that the counterfactual’s past tense morpheme fulfills the function of 
shifting back in time (e.g., Dudman, 1983; Ippolito, 2006; Ippolito & Keyser, 2013; Ogi-
hara, 2000; Romero, 2014), while past-as-modal (‘remoteness-based’) approaches be-
lieve the counterfactual’s past is “fake” in the sense that the morpheme does not make 
any temporal reference (Bjorkman & Halpert, 2017; Iatridou, 2000; Karawani, 2014; 
Karawani & Zeijlstra, 2013; Ritter & Wiltschko, 2014; Schulz, 2014). For example, Iat-
ridou (2000) argues that the past tense morpheme is the realization of an ‘exclusion’ 
feature, that either scopes over times (excluding the present, resulting in a past tense 
reading) or over worlds (excluding worlds, resulting in a counterfactual reading). For 
our purposes, we are not committed to a specific semantic analysis. Instead, we hope 
to have illustrated that the expression of counterfactuality is a linguistically complex 
phenomenon, that requires figuring out the non-transparent mapping of counterfac-
tuality to a morpheme that usually expresses past temporal orientation and learning 
the semantic operations supporting this counterfactual interpretation. 
 
Counterfactual Reasoning 
 
Besides the linguistic complexity of expressing counterfactuality, the cognitive pro-
cesses underlying counterfactual thought are complex as well. Counterfactual rea-
soning refers to the cognitive ability to imagine counterfactual situations. In a narrow 
sense, this only includes thoughts about “what might have been”, which are thoughts 
about alternatives to specific elements of the actual world (Beck, 2016). Such counter-
factual reasoning is thought to involve the ability to hold multiple possibilities in 
mind, while temporarily considering a false possibility as true (Beck et al., 2009; 
Byrne, 2007). While the linguistic concept of counterfactuality includes both the 
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imagination of alternative states in the present and past, developmental psychologists 
often define counterfactual reasoning more strictly as ‘undoing a past event, action 
or state’, requiring the consideration of two alternative representations of the same 
past time (Byrne, 2007; Rafetseder et al., 2010; Rafetseder & Perner, 2012; Robinson & 
Beck, 2000). However, it is important to note that counterfactuals expressing alterna-
tive present states (1a/2a) involve the same core processes of counterfactual reason-
ing, namely keeping in mind two conflicting representations and temporarily undo-
ing what is known to be true about the actual state. For this reason, we will use the 
term ‘counterfactual reasoning’ to include the undoing of actions, states and events 
in the past, as well as the undoing of present states. By including present counterfac-
tuality in the consideration of the development of counterfactual reasoning, we can 
isolate the mental operation of counterfactual reasoning. That said, past counterfac-
tuality is arguably more cognitively demanding than just reasoning counterfactually 
about the now, because it requires the child to combine the mental operation of coun-
terfactual reasoning with mental time travelling. 
 
Pretend Play and Counterfactual Reasoning: Where to Draw the Line? 
 
Besides the narrow definition of counterfactuality discussed above, some researchers 
use the term ‘counterfactual reasoning’ to include all types of ‘unreal’ thinking, in-
cluding pretense, future thinking and reasoning about fictional worlds, as well as 
counterfactual reasoning in the narrow sense (Beck, 2016). Specifically, pretend play 
and counterfactual reasoning are thought to rely on the same cognitive abilities. Both 
types of thinking involve disengaging with current reality, postulating and reasoning 
about an alternative reality, and keeping the alternative possibility separate from re-
ality (Walker & Gopnik, 2013; Weisberg & Gopnik, 2016). For this reason, it has been 
suggested that pretend play might be an important precursor to imagining possible 
worlds (Francis & Gibson, 2021; Gopnik & Walker, 2013). Supporting this view, some 
studies have found a correlation between children’s performance on reasoning tasks 
that involve pretending and tasks that involve counterfactual reasoning (Buchsbaum 
et al., 2012; Francis & Gibson, 2021). In fact, Walker and Gopnik (2013) argue that pre-
tending is a form of counterfactual reasoning, and that pretend play provides early 
opportunities to learn and develop this skill. However, this inclusion of pretense into 
the definition of counterfactuality seems to be too generous. Beck (2016) argues that 
pretend play and counterfactual reasoning are quantitively different in their relation-
ship with reality and the cognitive demands they make. Beck (2016) points out that 
real-world counterfactuals are closely tied to reality while pretend play is decoupled 
from reality, and therefore does not make the same cognitive demands. In other 
words, pretend play is achieved by temporarily shifting into an alternative here-and-
now, while counterfactual reasoning requires the postulation and comparison of 
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possible worlds incompatible with the actual one (Tulling, 2022, p. 175). In this paper 
we therefore use the definition of counterfactuality as discussed above. 
 
The Difference between Wishing and Desiring 
 
As discussed earlier, counterfactuality can be expressed in English using both coun-
terfactual conditionals and wishes. While counterfactual conditionals involve causal 
reasoning (“If…then…”), counterfactual wishes involve the expression of desire. In 
English, counterfactual desire is expressed by the verb wish embedding a finite sen-
tence, representing a full proposition, e.g., “I wish [I had a dog]”. Note that while the 
verb wish sometimes occurs with other complements, like a Noun Phrases (NP) (“I 
wish you a happy birthday”), Verb Phrases (VP) (“I wish to sleep”) or Prepositional 
Phrases (PP) (“I wish for more presents”), these uses are not counterfactual and are 
structurally distinguishable from propositional embedding wish (Iatridou, 2000, p. 
241). Not all languages have a word that specializes in expressing counterfactual de-
sire, and languages like Dutch or Greek for example use the regular desire verb want 
for this purpose. In English, both wish and want express desire, and occur with mul-
tiple different complement types, however they are distinct in both their structure 
and their meaning. Propositional embedding wish selects for a counterfactual com-
plement and can only express desires that are non-actual and thought to be out of 
reach. The verb want selects for verbal complements with a future orientation. The 
desire expressed by want may or may not be fulfilled in the future, and can be either 
achievable (e.g., “I want to eat an apple”) or impossible (e.g., “I want to grow wings”). 
The counterfactual component of the propositional wish-construction in contrast to a 
regular desire becomes obvious when we try to combine desires with their outcomes. 
You can want things you already have (5a), but it is impossible to wish for things you 
already have (5b). 
 
(5a) I live in Bolivia because I want to live in Bolivia.  (Iatridou, 2000, 38) 
(5b) *I live in Bolivia because I wish I lived in Bolivia. (Iatridou, 2000, 40) 
 
Acquiring the counterfactual wish-construction thus requires the child to learn that 
the verb wish differs from desire verbs like want in its counterfactual implication and 
can only be used when the desire is believed to be unfulfilled. We discuss the chal-
lenges to mapping counterfactuality onto linguistic expressions in more detail later. 
Before this, now that we have all relevant definitions in place, we provide an overview 
on prior research on children’s acquisition of counterfactuality. 
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Background: Children’s Development of Counterfactuality 
 
Prior research shows that children generally start producing and comprehending 
counterfactual conditionals around age 4, after they have developed the ability to re-
fer to hypothetical future events (such as “If it rains tomorrow, we will play inside”), 
which already seem to be in place by age 3 (Bowerman, 1986; Guajardo et al., 2009; 
Nyhout & Ganea, 2019; Reilly, 1982; Riggs et al., 1998; Robinson & Beck, 2000). This 
asymmetry between the acquisition onset of the hypothetical future and counterfac-
tual has mainly been attributed to the additional cognitive load demanded by coun-
terfactual reasoning, which depends not only on holding multiple possibilities in 
mind, but also requires temporarily considering a false possibility as true (Beck et al., 
2009; Byrne, 2007). Reilly (1982) used longitudinal recordings and diary entries about 
one child (Kate), and various elicitation tasks with children between age 2-to-8 to in-
vestigate their acquisition of conditionals. She found that most children produce hy-
pothetical conditionals by age 3 but did not yet fully comprehend hypothetical condi-
tionals by this age and did not seem to understand counterfactuals. In fact, when 
asked counterfactual “what if” questions, many 2-year-olds and quite some 3-year-
olds denied the counterfactuals or responded to them as if they were about reality, 
see (6a) and (6b): 
 
(6a) Adult:  What if a snake had eaten your daddy?    (Reilly, 1982, ex. 37 p.107) 
       Cate (2;8):  No! / Can’t eat my daddy 
 
(6b) Adult:   What if you were a snake?             (Reilly, 1982, ex. 57 p.116) 
       Janine (3;0):  I’m not a snake / I’m Janine. 
 
At age 4, Reilly (1982) found that children demonstrated comprehension of both hy-
potheticals and counterfactuals. They no longer denied the possibility of a situation 
or gave realist replies to counterfactual utterances. They also produced clear sponta-
neous present counterfactual conditionals (7). 
 
(7) 4-yo:  If they put a goldfish in there and they ate it, they would die.   
                          (Reilly, 1982, ex. 68, p.121) 
 
Kuczaj & Daly (1979) investigated the longitudinal development of Abe and did a cross-
sectional study of 14 other children. They similarly found that future hypothetical 
conditionals seem to be acquired before counterfactual conditionals and reported 
that Abe used his first past counterfactual conditional at the end of age 3 (3;11). 
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The age at which children start producing counterfactual conditionals thus seems to 
align with when they are found to start understanding these constructions, around 
age 4. However, in a corpus study of three children, Bowerman (1986) noted some 
surprising instances of (present) counterfactual conditionals at age 2 (8a,b), and also 
noticed children using counterfactual wish at this age as well (9). 

 
(8a)  <Just having crossed a narrow street when a car goes by> (Bowerman, 1986, 43) 

Christy (2;4): That car [will/would?] hit me if I was in a street  
 

(8b) <Child is tired during long wait in doctor’s office>      (Bowerman, 1986, 44) 
 Eve (2;11): If we (didn’t?) have to wait for so long  

        we would have be gone a long time 
 

 (9) Christy (2;1): I wish Christy have a car        (Bowerman, 1986, 10) 
              I wish me have a airplane 
 
While prior corpus studies mostly focused on the acquisition of past counterfactual 
conditionals, simpler counterfactual constructions such as the present counterfactual 
conditional (lacking the past perfect) or counterfactual wish-construction (dedicated 
counterfactual construction) might thus be available to children at an earlier age. This 
would be in correspondence with findings about spontaneous modal productions, 
where the linguistically less complex modal adverbs were found to be acquired before 
modal auxiliaries for inferential meanings (Cournane, 2021). Notably, the wish-utter-
ances in (9) lack the obligatory “fake” past tense and use the present tense verb ‘have’ 
instead. This suggests that the “fake” past is a complex feature of counterfactuality, 
one that children initially may struggle with. In the next section, we discuss how the 
linguistic complexity of the “fake” past and the transparency of different construc-
tions may influence the acquisition of counterfactual constructions. 
 
Mapping Challenge: Attributing Counterfactual Meaning to the “Fake” Past Tense 
 
Besides developing the cognitive mechanisms and conceptual structures necessary to 
support counterfactual reasoning, the acquisition of counterfactuality also requires 
mapping counterfactual meaning onto linguistic expressions. Children have to derive 
from their input which structures in their language(s) express counterfactual mean-
ing and acquire the linguistic mechanisms that support the expression of counterfac-
tuality (Clark, 1987; Slobin, 1973; Weist, 2018). As for this form-to-meaning mapping, 
there are three properties of counterfactual constructions that make this mapping 
particularly challenging. First, it is not obvious how children learn to map meaning 
onto linguistic forms when the expressed meaning is not perceptually observable 
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(Gleitman et al., 2005; Landau & Gleitman, 1985). In the case of counterfactual con-
structions (e.g., “I wish we had a dog”), this is particularly true, as by definition the 
proposition expressed by the counterfactual is not true in the actual world, and thus 
cannot be observed. Second, there is no one-to-one correspondence between form 
and counterfactual meaning (Clark, 1987). Counterfactuality can be mapped onto dif-
ferent types of linguistic expressions, such as counterfactual conditionals or wishes 
and also involves attributing more than one abstract meaning, past temporal orienta-
tion and the counterfactual “fake” past, to the same morpheme. Third, the counter-
factual meaning of the past tense morpheme is less common, and more restricted in 
its environment than the regular past temporal orientation meaning. In their acquisi-
tion of counterfactuality, children thus have to learn in exactly what contexts the past 
tense morpheme, which predominantly expresses past temporal orientation, is 
“fake” and fulfills a counterfactual function instead. How do children figure this out? 
 
Recurrent exposure to counterfactual situations described by counterfactual utter-
ances should allow a child to pick up on the linguistic devices used to express coun-
terfactuality. If a construction is dedicated to express counterfactual meaning, in 
other words it only expresses counterfactuality, it should be easier to detect from the 
input and link to the counterfactual situation than expressions that are used in a wider 
range of situations. In English, it therefore seems that counterfactual wishes should 
be easier to detect than counterfactual conditionals. As discussed before, the wish-
construction is a dedicated construction in English. Whenever the verb wish embeds 
a propositional complement, this proposition is interpreted counterfactually (10a). 
Because of the wish-construction’s dedication to counterfactuality, which requires us-
age of the “fake” past, wish cannot co-occur with a present tense complement in stand-
ard varieties of English (10b). This is in contrast with conditionals, where the comple-
mentizer if can introduce both hypothetical conditionals (11a/b) and counterfactual 
conditionals (11c) and co-occurs with both present and past inflected verbs. 
 
(10a) I wish I had a car. 
(10b) *I wish I have a car.                        (Iatridou, 2000, 25) 
 
(11a) If he has time to bake cookies, he will bring some. PRES. CONDITIONAL 
(11b) If he had time to bake cookies, he will bring some. PAST CONDITIONAL 
(11c) If he had time to bake cookies, he would make some. PRES. COUNTERFACTUAL 
 
The consistent usage of the “fake” past tense in the wish-clause, even when there is a 
salient mismatch between the temporal orientation and morphological past marking 
of the wish-complement (10b), may cue the child to realize its role in expressing coun-
terfactual meaning. Conditionals that can appear with present (11a), real past (11b) 
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and “fake” past tense (11c) in their antecedent, render the input less transparent to 
discover that the counterfactual conditional’s past tense does not simply indicate a 
true past temporal orientation. In order to know the past in (11c) is “fake”, one has to 
link the first clause with the second containing would, which requires keeping in mind 
and causally relating two clauses (c.f. Reilly, 1982; Bowerman, 1986). The wish-con-
struction lacks such causal dependency. Combined with the fact that proposition-em-
bedding wish is a dedicated counterfactual marker and consistently appears with the 
“fake” past in the child’s input, the form-to-meaning mapping of this construction can 
be considered less complex than that of counterfactual conditional constructions. 
 
Aims and Hypotheses 
 
As we have seen so far, children appear to acquire counterfactual past conditionals 
relatively late compared to future hypothetical constructions (e.g., Bowerman, 1986; 
Reilly, 1982; Riggs et al., 1998; Robinson & Beck, 2000). What makes counterfactuals 
more complex? In order to acquire an abstract linguistic construction involving com-
plex reasoning, two criteria need to be fulfilled: 1) the child must have developed the 
cognitive ability to support the mental operations involved in representing the mean-
ing of the utterance, and 2) the child must figure out which linguistic forms are used 
to express such meanings in their target language(s) (Clark, 2001; Reilly, 1982). As for 
the cognitive factors underlying counterfactual reasoning, an immature development 
of executive functions like working memory, attention switching and inhibition have 
been linked to the late acquisition of counterfactuality (Beck et al., 2009; Beck, Riggs, 
et al., 2011, p. 20; Byrne, 2007; Guajardo et al., 2009; Robinson & Beck, 2000). A cogni-
tive leap around the age of 4 would allow children to start reason counterfactually. 
While this generally aligns with the age children have been found to start producing 
past counterfactual conditionals (Bowerman, 1986; Kuczaj & Daly, 1979; Reilly, 1982), 
there have been some examples of children using simpler present counterfactual con-
ditionals and wishes at age 2, sometimes lacking the “fake” past tense (Bowerman, 
1986). However, it is not certain whether these findings are exceptional, or part of a 
more widespread pattern in development. In this paper, we investigate the emer-
gence of counterfactual language with a corpus study on the spontaneous production 
of English-speaking children between the ages of 2-to-6. Specifically, we aim to ex-
plore the role of form-to-meaning mapping in the acquisition of counterfactuality by 
investigating linguistic transparency from two angles.  
 
First, we investigate the role of the counterfactual’s “fake” past tense in the acquisi-
tion of counterfactual constructions. In English, counterfactual utterances contain 
past tense marking, even if the utterance is about the present. The fact that counter-
factuality maps to the same morpheme as past temporal orientation is not only 



 Language Development Research  
 
 
 
 
 

Volume	2,	Issue	1,	31	December	2022 

 

316 

opaque, but also potentially misleading as children might initially hypothesize that 
the counterfactual’s past tense marking indicates past tense meaning. When do chil-
dren realize the counterfactual past expresses counterfactuality rather than past tem-
poral orientation and is a necessary component of counterfactual utterances? To in-
vestigate this question, we will examine children’s spontaneous productions of coun-
terfactual wishes. Unlike conditionals, wish-constructions in standard varieties of 
English cannot take on present tense in their complements. This means that the 
child’s input will always contain utterances such as “I wish I had a dog” and not “*I 
wish I have a dog”. If children mimic their input, or immediately realize the past tense 
morpheme belongs to the expression of counterfactuality, we expect children to 
match their input in their own productions. That is, when expressing a desire about 
the present, they will use the wish + “fake” past construction. However, if children go 
through a stage where the mapping between the “fake” past tense and counterfactu-
ality is not yet clear, they might initially mistake the counterfactual’s past in their in-
put as referring to past situations. In this scenario, their underlying representation of 
the wish-construction would not include the “fake” past as an obligatory component, 
and we expect that they would mark their own spontaneous wishes just like they 
would in other contexts: using past tense to express desires about the past and using 
present tense to express desires about the present. We therefore predict children to 
produce non-adultlike utterances, such as “I wish I have a dog”.  
 
If they do, then a secondary question is whether their non-adultlike constructions are 
used in adultlike counterfactual contexts. Is realizing the counterfactual function of 
the past morpheme a necessary prerequisite for expressing counterfactuality? If it is, 
tense errors are expected to indicate a non-adult like use of the counterfactual wish-
construction. For example, if a child produces “I wish I have a dog”, this use of wish 
with a present-marked or bare verb complement could indicate a simple desire, in 
line with non-counterfactual desire verbs like want or hope. Alternatively, it could be 
that the “fake” past is not a necessary component of the wish-construction, and that 
children map counterfactuality only to the word wish inside this construction. In this 
case, we expect that non-adult like utterances such as “I wish I have a dog” can be 
used in adult-like counterfactual contexts. To find an answer to these two questions, 
we extract all children’s wish usages and code for present-for-past tense errors as well 
as the linguistic and situational context of counterfactual usage. To gain more insight 
into the overall properties of children’s wish-productions, we also compare their pro-
ductions against the adult input and provide an overview of various semantic and syn-
tactic variables. 
 
Second, we investigate the role transparency and dedication to counterfactuality 
plays in the acquisition of counterfactuality. It is generally thought, that linguistic 
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expressions that are dedicated to expressing some type of complex abstract meaning 
are easier to acquire than more opaque constructions expressing that same meaning 
with more complex form-to-meaning mapping (Rett & Hyams, 2014; Slobin, 1973; 
Weist et al., 1997). As laid out in the previous section, in English, wishes are dedicated 
counterfactual constructions, while conditionals are not. Does this then mean that 
counterfactual wishes are easier to acquire than counterfactual conditionals? If it 
does, we expect children to start producing counterfactual wishes before counterfac-
tual conditionals, as the form-to-meaning mapping task for this construction is more 
straightforward and transparent. Such a finding would indicate that it is not just con-
ceptual development that determines the onset of counterfactual constructions in 
children’s productions, but that linguistic factors influence the onset of different con-
structions. If on the other hand, children start producing both constructions around 
the same time, or produce counterfactual conditionals before their wish counter-
parts, it suggests that linguistic transparency does not play as big of a role in the ac-
quisition of these counterfactual constructions, and that any onset differences may 
be the result of other cognitive factors at play. In order to address this question, we 
look at the longitudinal counterfactual development of six children and compare the 
onset of counterfactual conditionals and wish-constructions.  
 

Methodology 
 
Part 1: Children’s and Adult’s Wishes and the “Fake” Past Tense 
 
Selection Criteria & Preprocessing 
 
We looked at natural child productions of counterfactual constructions by searching 
through English corpora of transcribed children’s speech available on CHILDES 
(MacWhinney, 2000) using the database ‘childes-db’ (Sanchez et al., 2019), accessed 
through the statistical software environment R (R Core Team, 2021). All operations 
involving corpus extraction were performed using the analysis package ‘childesr’ (db 
version = "2020.1"). We selected corpora that contained data from typically developing 
monolingual children between 2;5-6;0, yielding 57 corpora (48 from Northern Amer-
ica, 11 from the United Kingdom) including data from 585 children in total. In Appen-
dix S1 you can find an overview of all corpora used.  
 
For these corpora, we extracted all utterances and calculated the amount of child and 
adult utterances. For this calculation, speakers with the speaker roles “Target Child”, 
“Child”, “Sister”, “Brother”, “Friend”, “Playmate”, “Girl” and “Sibling” were included 
in the child category, while all other roles we treated as adults. We noticed that a small 
proportion of the data (77551 utterances, 3.5%) across 15 different corpora (partially) 



 Language Development Research  
 
 
 
 
 

Volume	2,	Issue	1,	31	December	2022 

 

318 

lacked age information for the children in the output of the ‘get_utterances( )’ func-
tion. Most missing age data (2.5%) could be recovered from a participant overview 
extracted with the function ‘get_participants( )’, and for the remaining 13 corpora that 
still (partially) lacked target child age information we manually recovered the infor-
mation where available by retrieving it from the CHILDES Talkbank corpus descrip-
tion pages on https://childes.talkbank.org/access/. For two corpora (MacWhinney 
and Gathercole) age information was displayed incorrectly (based on the metadata 
available in the corpus descriptions), so this was manually corrected by extracting the 
info from the corpus description pages (Gathercole) or recalculating the children’s 
ages based on the transcript file name (which was based on the age of the child ‘Ross’, 
so in order to calculate the age of his younger sibling ‘Mark’ we subtracted 01;10;25). 
We then filtered the data set to only include utterances from children who were 
within our age-range of interest 2;0-6;0 and proceeded to extract all child utterances 
containing the word wish. In total, 40 of the searched corpora contained child wishes. 
For these 40 corpora we also extracted all adult utterances (child-directed speech and 
speech addressed to other adults within the child’s hearing), so we could compare 
wish usage between children and adults. 
 
Exclusions 
 
To get an idea of the proportion of wishes present in spoken child and child-directed 
speech, we calculated the percentage of wish utterances for the child and adult cor-
pora. We extracted 478 child utterances containing wish (0.02% of 2,247,665 total ut-
terances) coming from 40 different corpora, and 841 adult wish-utterances (0.03% of 
2,934,114 total utterances). To make a fair comparison between the wish-productions 
of children and their input (child-directed or overheard adult wish-utterances), we 
only analyzed adult data from the 40 corpora we found child wishes in. For the adult 
utterances, we thus proceeded to exclude 70 utterances that came from corpora that 
did not yield any child wishes. For the child utterances, we excluded 10 child wishes 
for which the target child’s age was unknown. For the remaining 468 child and 771 
adult wish-utterances, we first excluded all utterances in which wish was used as a 
noun (e.g., “Do you want to make a wish?”), which resulted in 29 exclusions for child 
utterances and 129 for adults. Since the verb wish is counterfactual only if its comple-
ment is a full proposition (Iatridou, 2000, p.241), we then excluded utterances where 
wish did not embed a proposition. For children, this resulted in 58 exclusions (2 VP 
complements, e.g., “not wish to play”; 17 NP complements, e.g., “I wish you a happy 
birthday”; 5 PP complements, e.g., “I wish for daddy to come home” and 34 instances 
where there was no complement, e.g., “yeah I wish”). For adults we excluded 142 non-
propositional complements (11 VP, 69 NP, 13 PP and 49 missing embeddings). Lastly, 
we excluded an additional 32 child wishes and 15 adult wishes for being a repetition 
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of either themselves or someone else. This means that in total 349 child wishes and 
485 adult wishes remained for further analysis.  
 
Coding Conventions 
 
All wish-utterances were manually coded for various structural and semantic linguis-
tic variables. Structural linguistic variables included: person of the main subject, i.e., 
‘the wisher’ (I and we = 1st person; you = 2nd person; Mommy, he and the cat etc. = 3rd 
person; no subject = omitted; inaudible subjects = unclear), person of the subject of 
the wish-embedding (same coding convention as main subject) and subjunctivity of 
singular 1st and 3rd person inflections of to be: (was = not subjunctive; were = subjunc-
tive). We also coded for morphological tense-marking errors, i.e., tense inflections 
that diverge from the grammatical form used by adults in this structural context. Er-
rors were separated into those that lack past-tense marking in the wish-complement, 
i.e., ‘present-for-past’ (e.g., “I wish I have a banjo”) or ‘other’ tense errors (e.g., “I wish 
we have gotted some mail” or “I wish I be a sheep”). For all present-for-past errors, 
we coded whether they were compatible with a ‘bare verb usage’ which could signal 
children having dropped would/could (e.g., “I wish I <could> do that”). If a child used 
an auxiliary (“I wish we can eat”) or other inflected form (“I wish I’m already at 
home”) we marked the error as incompatible with bare verb usage. As a first semantic 
variable, we coded for the temporal orientation of the embedded clause (e.g., “I wish 
I had a train” = present; “I wish I had gone to the train” = past; “I wish I would have a 
train” = future; “I wish want a train” = unclear). Unlike adults, who use would in future 
wishes (e.g., “I wish you wouldn’t do that”), children’s utterances sometimes lack 
would in wishes with a future temporal orientation (e.g., “I wish you stop bug me”). 
Since lexical aspect contributes to the temporal orientation (Iatridou, 2000), wishes 
without would were coded as present when containing stative verbs (i.e., had, was, 
knew) and as future when containing eventive verbs (e.g., go, stop, got). The tests used 
to determine stative or eventive lexical aspect came from (Dowty, 1986).  
 
When children use wish-constructions, it is not assured that they understand that the 
wish statement is a counterfactual utterance, and thus indicates desires outside one’s 
reach. For this reason, we coded for the evidence we have available as coders to de-
termine whether the wish is used counterfactually or not. We inspected the discourse 
and situational context as available in CHILDES transcripts, to determine whether the 
wish demonstrated ‘clear’ counterfactual reasoning. Counterfactual wishes were con-
sidered to contain clear counterfactual reasoning when lexical material within the 
utterance itself contrasted the actual world with a counterfactual one (e.g.,:  “I wish I 
asked for toast instead” = lexical contrast, “I wish you didn’t do that” = contrast in-
duced by negation, “I wish I had gone to the station” = contrast induced by undoing 
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past event), when the wish desired some sort of existential change, i.e., was counteri-
dentical (e.g.,: “I wish I was a monkey”), or when the utterance was in clear contrast 
with prior context (e.g.,: “I wish I had green eyes.” = contextual contrast when used 
in a context where it is clear the speaker does not have green eyes). Wishes that were 
indistinguishable from a regular desire usage (e.g., “I wish I had that horse” or “I wish 
you’d stop”) were marked as having no evidence for counterfactuality, and wishes that 
were transcribed without context were coded as “inconclusive”. Different than for 
children, we did code adult wish-utterances expressing desires such as “I wish I had a 
kitty” or “I wish I could talk to her” as contextual counterfactuals (without investigat-
ing the context it was uttered in) assuming adults always use wish counterfactually. 
 
All data was coded by the first author (a fluent non-native speaker). A random subset 
of 100 child wishes were double-coded, by a native speaker of English (both coders 
were trained in semantics). An inter-rater reliability analysis was performed to deter-
mine consistency among raters in coding for the described variables, using overall 
accuracy, Gwet’s AC1 coefficient (Gwet, 2008) and Cohen’s kappa statistic (Cohen, 
1968) to describe agreement confidence. While Cohen’s kappa statistic is often used 
as the default method to determine intercoder reliability, it can underestimate relia-
bility in cases where there is high agreement in unbalanced distributions (Gwet, 
2008). Since several of our coding variables are unbalanced (e.g., temporal orienta-
tion is overwhelmingly present), AC1 is likely a more stable measurement. The exact 
values for all three different statistics for our coding are displayed in Appendix S2. 
The AC1 values for all variables exceeded 0.85 (very good agreement) except for the 
coding indicating the available evidence for counterfactuality (percent agreement = 
61%, AC1 = 0.52, κ = 0.49), which corresponds to moderate agreement (Landis & Koch, 
1977). Since coding involves assessments of grammatical and situational contexts, 
coders discussed all disagreements and came to a consensus for items where either 
coder missed contextual or grammatical cues in their original rating. The first coder 
(who coded the entire dataset) was more accurate and conservative than coder two 
(who only coded the subset). 19 items were judged in favor of coder 1, and 7 items in 
favor of coder 2. Of the 7 items judged in favor of coder 2, only 1 item was changed 
from formerly being judged counterfactual to no evidence for counterfactuality. A 
subset of 13 disagreements remained where coders diverged and contextual cues 
could be interpreted in different ways. Again, coder 1 tended to code more conserva-
tively, as 11 of these items were categorized as having no or unclear evidence for con-
text-supported counterfactuality, while coder 2 was willing to consider these utter-
ances as true counterfactuals. The intercoder reliability values for evidence of coun-
terfactuality post-discussion corresponded to very good agreement (percent agree-
ment = 87%, AC1 = 0.84, κ = 0.83). Altogether, this suggests that the coding of our da-
taset might error on the side of not categorizing potentially counterfactual wishes as 
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counterfactual, rather than overestimating the instances of wishes displaying coun-
terfactual reasoning. 
 
Data Analysis 
 
For each coded syntactic and semantic variable, we calculated the total count and 
percentage of occurrences per condition for children and adults separately. We con-
verted the error data into a binary variable coding for the presence or absence of a 
present-for-past substitution, and modeled the probability of making present-for-past 
tense errors with a generalized linear mixed-effect model (GLMM, Baayen et al., 
2008). We used the glmer-function from the ‘lme4’ package available on R to perform 
our analysis (Bates et al., 2015; R Core Team, 2021). We ran two separate models, one 
over the complete dataset with the fixed effect of age group (child versus adult) to 
investigate whether children produced more tense errors than adults, and one over 
the child data with age in months as a fixed effect, to investigate whether children’s 
age predicts their error rate. For both models, we included speaker identity as a ran-
dom effect to include the variation found among speakers in the model estimates. 
Inclusion of a random slope or the addition of corpus identity as a random effect did 
not improve the fit of our models. The model fit (logit link) was estimated by maxi-
mum likelihood using the default setting of LaPlace approximation. To test the con-
tribution of our fixed effects we performed a likelihood ratio test comparing our 
model and a nested model leaving out the variable of interest. We used the ‘DHARMa’ 
package (Hartig, 2022) to test the dispersion of our models, and found no indication 
of overdispersion, which means that the residual variance of our data was not larger 
than our fitted models assume. 
 
Part 2: Individual Development of Counterfactual Utterances 
 
Selection Criteria & Pre-processing 
 
To gain more insight into the individual longitudinal development of children, we se-
lected children that produced more than 15 wishes. From the complete dataset, six 
children fit this criterion: Abe - Kuczaj corpus (Kuczaj, 1977), Adam - Brown corpus 
(Brown, 1973), Laura - Braunwald corpus (Braunwald, 1971), Mark & Ross - MacWhin-
ney corpus (MacWhinney, 1991) and Thomas - Thomas corpus (Lieven et al., 2009). 
For these 6 children, we searched for counterfactual conditionals by extracting utter-
ances containing if in combination with would, should and could. We proceeded to 
compare the emergence and development of their first spontaneous counterfactual 
conditionals against the development of their wish-utterances. 
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Exclusions 
 
The 6 children with longitudinal data were responsible for 175 of the wishes. For those 
6 children, we also extracted 341 conditionals with would, should or could. We ex-
cluded 63 utterances where if was used like whether and not as an if-then-conditional 
(e.g., “see if you could throw two dinosaurs in”), and 93 utterances that did not contain 
past tense inflection in the if-clause. We did this to exclude (non-counterfactual) hy-
pothetical conditionals such as “Maybe you shouldn't be there, if you scare Ellen” or 
“What would the toilet be like if you flush it?”. A total of 185 conditionals remained. 
Because we were interested in the relative onset difference between counterfactual 
wishes and conditionals, we decided to be conservative in our inclusion criteria of 
what consists as a counterfactual. For this reason, we excluded all wishes and condi-
tionals that have future temporal orientation, since their status as counterfactual is 
debated (strictly speaking, the future cannot be counter-to-fact, as it has not yet oc-
curred). We excluded 26 wishes like “I wish that you stop talking” and 80 conditionals 
like “Mom what would happen if I taked this balloon”. We were left with 104 counter-
factual conditionals and 149 wishes with present or past temporal orientation. 
 
Coding Conventions 
 
For the conditionals, we coded for the same semantic variables as we did for the 
wishes. For temporal orientation this included the categories ‘present’ (e.g., “they 
could fly if they had wings”) and ‘past’ (e.g., “what would have happened if they didn't 
invent houses”). For evidence for counterfactuality this again included clear lexical 
counterfactuals (e.g., lexical contrast: “only if Super Man was real he could do it”, 
negated contrast: “but if I wasn't a chair I wouldn't be a chair”, or past contrast: “yeah 
it could have lived if I would have gotten enough food for all of them”), counteriden-
ticals (e.g., “if I were you I would eat food”) or contextual counterfactuals (e.g.,: “if 
there were four one would hafta wait his turn”, when used in a context where there 
are less than four). Conditionals that were indistinguishable from a regular hypothet-
ical by contextual cues (e.g., “if I could get my boots on I could go inside”) or uttered 
out of context were marked as “inconclusive”. Since we excluded all conditional ut-
terances that had present tense marking in the if-clause, we could not code for possi-
ble present-for-past substitutions. 
 
Control Comparison 
 
We hypothesized that present-for-past substitutions in the wish-complement could in-
dicate children have not yet figured out that counterfactual utterances require the 
“fake” past morphology. Alternatively, it could be the case that some children have 
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yet to develop the ability to use the past tense in appropriate contexts, and generally 
avoid using the past tense in any environment, including (but not limited to) counter-
factual utterances. To investigate this possibility, we determined for each child the 
period in which they made present-for-past tense errors and extracted all utterances 
containing the word yesterday during this period, as well as all utterances containing 
a past tense morpheme. This yielded 29 utterances with yesterday, and 7033 utterances 
with past tense. We looked for signs of productive tense marking by indicating 
whether children correctly inflected the main verb of utterances containing the tem-
poral adverb yesterday with past, and whether their other past utterances included any 
instances of overregularization (e.g., “I telled daddy something”). 
 
Data Analysis 
 
For the coded semantic variables, we calculated the total count and percentage of oc-
currences per condition for all six children. We created a new variable for evidence 
of counterfactuality that grouped evidence into binary bins as either “clear” (lexical, 
counteridentical or contextual evidence) or “unclear” (inconclusive or no evidence). 
We then compared per child the onset of wishes and conditionals per category, and 
calculated the difference between the two. We then averaged over children to get an 
idea of the average difference between the onset of wishes and conditionals. Since we 
only had data for six children, we discuss these results descriptively and conducted 
no further statistical analysis.  
 

Results 
 
Part 1: Children’s and Adult’s Wishes and the “Fake” Past Tense 
 
In total we found 349 wish-constructions (wish + proposition) in children between the 
ages of 2 and 6. The first instance of the wish-construction we found at 25 months 
(12a). Like most early wishes, this wish expresses a desire about something men-
tioned or in direct proximity, e.g., wishing for a horse when looking at horses (12b). 
 
Early Wishes (Like Desires) 
 
(12a) Laura (2;1): I wish I had sandals.               (Braunwald, 1971) 
(12b) Becky (2;7): I wish I had a horsie.     (Manchester: Theakston et al., 2001)  
 
From these early uses, it is not clear whether children know that wish can only be used 
counterfactually, i.e., the desire is unlikely to be fulfilled. So it could be that children 
initially use wish like the regular desire verb want. Consistent with this possibility, we 
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sometimes encounter clear non-counterfactual wishes, where parents comment on 
the incongruency (13a/b).  
 
Non-Counterfactual Wishes  
 
(13a) Emily (2;1): but I wish that my cold is better.            (Nelson, 1989) 
 Father: yeah you had no cold at all everything's fine. 
 
(13b) Laura (3;2): I wish you were my mommy.              (Braunwald, 1971) 
 Mother: I am your mommy. 
 
For this reason, we coded for the evidence we have available as researchers to believe 
that a child’s wish is produced with a counterfactual meaning in mind. We separated 
the wishes into 5 categories: wishes that seem clearly counterfactual based on lexical 
information inside the utterance (14-16), i.e., contrasting the actual world against the 
postulated one through undoing the past, negation or a lexical contrast (n=43, 12% of 
total wishes); wishes that indicate an existential change (17), i.e., counteridenticals 
(n=27, 7.8%); wishes that are in clear contrast with reality as deduced from the dis-
course context (18) (n=96, 27.5%); wishes that provide no evidence for counterfactu-
ality (n=69, 19.8%) and wishes that are not interpretable without more context and 
therefore provide inconclusive evidence (n=114, 32.7%).  
 
Clear Evidence for Counterfactuality 
 
 Lexical Evidence: Undoing Past 
(14) [hearing train in distance]         (Thomas: Lieven et al., 2009)  
 Thomas (3;1): I wish gone Burnage Station watch that train.     
 <later in recording Thomas comments “I’m missing all the trains”> 
 
 Lexical Evidence: Negation 
(15) [mother about to braid child’s hair]                    (Hall: Hall & Tirre, 1979) 
 Mia (4;9): I wish you didn’t hafta braid it. 
 
 Lexical Evidence: Lexical Contrast 
(16) [child pretends it’s his birthday]         (Thomas: Lieven et al., 2009) 
 Thomas (4;2): Oh I wish it was my birthday today really. 
 
 Counteridentical (Change of Identity) 
(17)  Ross (4;2) I wish humans were not humans.              (MacWhinney, 1991) 
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  Contextual Evidence 
(18) Father: You don’t see bumblebees in the dark at all.  
 Mark (5;10) I wish that the lights were on.         (MacWhinney, 1991) 
 
Most wishes uttered by two-year-olds lack clear evidence for counterfactuality. The 
first wish-constructions that we coded as having clear evidence for a counterfactual 
intended meaning start around 35 months, this is true for all three categories (lexical, 
counteridentical and contextual). This finding is visually displayed in Figure 1 below.  
 

 
Figure 1. Breakdown of children’s wishes. Plotted are all children’s wish-produc-
tions (N=349) per evidence category for indicating counterfactuality (y-axis). Evi-
dence that is lexical, counteridentical or contextual is considered to indicate clear 
counterfactuality, while no or inconclusive evidence indicates that it’s unclear 
whether the utterance is used counterfactually. Red struck-through instances indi-
cate the wish contained a present-for-past substitution (e.g., “I wish I have a 
horse”). The x-axis indicates the speaker’s age in months. 
 

Do Children Produce Wish-Constructions Lacking the “Fake” Past Tense?  
 
To investigate our first question about children’s acquisition of the “fake” past tense, 
we analyzed the tense children used in the complement of the wish-constructions. 
The tense expression in the complement of children’s produced wishes diverged from 
the adult-form in several ways. The most frequently occurring error (38 instances, 
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10.9% of total), was that of using present tense in the wish-complement rather than 
past tense. For adults, we only documented 4 instances where present tense was used 
inside the wish-complement (0.8% of the total amount of 465 adult wishes). Children 
are thus not matching their input when making these productive tense substitutions. 
We modeled the presence or absence of present-for-past errors with a generalized 
linear mixed-effects model (GLMM) including speaker identity as a random factor to 
investigate whether age group (child or adult) was a predictor of error rate. A likeli-
hood ratio test comparing our model against a nested model without fixed effects, 
found that age group was a significant predictor of error rate (χ2(2) = 4.75, p = .029). 
The odds of making a present-for-past substitution increased for children compared 
to adults (β = 17.5, z = 3.67, CI = 3.79 - 80.7). Children’s present-for-past errors are 
marked on Figure 1 with red crossed circles. For 15 of these errors, it is not entirely 
clear whether they are marking present tense or are the consequence of dropping 
‘would’, since the present tense is indistinguishable from bare verb usage in these 
cases (19). For the remaining 26 errors it was clear that they indicated present tense, 
i.e., due to inflection (20a) or the choice of auxiliary (20b). 
 

Present-for-Past Errors 
(19) Adam (5;2):  I wish I have a banjo like dis [this].                    (Brown, 1973) 
 
(20a) Sarah (3;6):  I wish it’s valentine.            (Brown, 1973) 
(20b) Martin (3;6): I wish I can be on the tellie.            (Wells, 1981) 
 
Present-for-past errors are more common among younger children, especially those 
between age 2 and 3. With a second GLMM analysis considering speaker identity as a 
random effect, we confirmed that age in months is a predictor for children’s error 
rate (χ2(2) = 22.26, p < .001). The odds of making a present-for-past mistake decreased 
with every month (β = .911, z = -4.27, CI = .088 - .951). When we group the present-for-
past tense mistake counts by age group (per year) we observe indeed that most pre-
sent-for-past substitutions occur before age four, and then drop off steeply. This de-
crease in error rate is displayed in Table 1. 
 

Table 1. Count and percentage of present-for-past tense per age window 

Age Group # children # wishes # errors % of total 
2-3 18 47 15 31.9 
3-4 21 84 14 16.7 
4-5 41 148 6 4.05 
5-6 19 70 3 4.29 
Total 99 349 38 10.9 
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Is Usage of the “Fake” Past a Prerequisite for Expressing Counterfactuality?  
 
As can be observed in Figure 1, present-for-past errors were found in wishes for 
which we have no or inconclusive evidence that the wishes are used counterfactually 
(11 errors), as well as in wishes that were used in a context that was clearly counter-
factual (27 errors). This suggests that the counterfactual’s “fake” past is not a neces-
sary component of the wish-construction.   
 
Other Tense Errors 
 
Besides making present-for-past errors, we also found that children sometimes ex-
press wishes about the past without using the past perfect (21a/b). A similar omission 
of the had auxiliary in the past perfect could be observed in example (14). Interest-
ingly, we observed the same for adults (22). 
 
(21a) Abe (4;4): Are we having pork chops for dinner?          (Kuczaj, 1977) 
 Mother: Yes, that’s what you asked for. 
 Abe (4;4):  I wish I asked for toast instead. 
 
(21b) [child did not have a nice time at his grandma’s]      (Thomas: Lieven et al., 2009) 

Thomas (3;2): because I wish Mum come there. 
Investigator:  ah, did you miss your mum? 

 
(22a) Mother: oh don't we wish we had that three weeks ago 
(22b) Mother: don't you wish you had them when you were little 

        (Dickinson & Tabors, 2001) 
Comparing Children and Adult’s Wish-utterances 
 
To gain more insight into the overall properties of children’s wish-productions com-
pared to their input, we compared the syntactic and semantic properties of the 485 
adult and 349 child wishes. The proportion of child wishes (0.02% of all utterances) 
was overall comparable to the proportion of adult wishes across all corpora (0.03%), 
and we found that children and adults used wishes in a comparable way (Figure 2). 
The lion’s share of wishes are produced from a 1st person perspective, and children 
use 1st person main clause subjects (83.7%) even more than adults (76.8%) (Figure 2A). 
This is compatible with the intuition that young children mostly talk about them-
selves. Similarly, their wishes are mostly about themselves as well, i.e., the embedded 
subject is first person (49.3%). In contrast, the embedded subject of adult wishes is 
balanced for person: 1st (36.3%), 2nd (31.0%) or 3rd (32.3%) person (Figure 2B). As for 
temporal orientation, we see that both children and adults mostly wish about the 
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present (children: 76.2%, adults 62.6%), followed by the future (children: 11.7%, 
adults: 24.9%) or the past (children: 4.0%, adults: 12.3%) (Figure 2C). However, it is 
possible that the counts for children’s past and future wishes are somewhat underes-
timated, as they sometimes left out the past perfect had and future would auxiliary 
(discussed in prior section), making them hard to distinguish from the present (e.g., 
“I wish I come”). Below you find examples of wishes with present (23), past (24) and 
future (25) temporal orientation produced by children and adults. Counterfactual 
wishes with a future orientation often indicated a desire to change a habit or a future 
event that that has already been planned or whose outcome is determined (23a). The 
counterfactuality in these cases is the implication that this desire is unattainable. For 
adults, most of the future-oriented wishes express indirect requests (23b).  
 
 Wishes with Present Temporal Orientation  
(23a) Ross (5;7): I wish you were a little kid then you would understand.  (MW, 1991) 
(23b) Mother: I wish it was real money.       (Thomas: Lieven et al., 2009) 
 
 Wishes with Past Temporal Orientation  
(24a) Abe (4;3): I wish we haven't come here.                (Kuczaj, 1977) 
(24b) Father: Boy, I wish Dallas had won the football game.       (Kuczaj, 1977) 
 
 Wishes with Future Temporal Orientation  
(25a) Matthew(4;7): I wish they'd give ya a fork instead of a spoon.            (Gathercole, 1980) 
(25b) Father: I wish you'd stop hitting.                                 (MacWhinney, 1991) 
 
When we break down the type of available evidence for counterfactuality, we see that 
children and adults also pattern alike. Most wishes were judged to be clearly counter-
factual based on contextual evidence (children: 27.5%, adults: 47.1%), followed by 
lexical evidence (children: 12.3%, adults: 19.8%) and counteridenticality (children: 
7.7%, adults: 2.6%) (Figure 2D). The fact that we observe less contextual wishes for 
children than for adults could be a consequence of the fact that we conservatively 
coded for desire-like wishes in children (e.g., “I wish I had a horse” without clear sup-
porting contextual evidence for counterfactuality was coded as having “no evidence”) 
while we assumed that adults use these wishes as true counterfactuals. Last, we com-
pared the counts of subjunctive usages, by looking at 1st or 3rd person singular conju-
gations of to be in both children (n=54) and adults (n= 67) and coded for whether these 
were marked with subjunctive (were) or not (was). We found that adults somewhat 
rarely used the subjunctive form (19.4%), and for children we observed only 3 in-
stances (5.6%) (Figure 2E). For children, all subjunctive wishes came from the North 
American corpora. For adults, we found only 2 subjunctive wishes (2.9%) in the 
United Kingdom corpora. This difference could be due to the fact that our sample 
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from the North American collection was bigger and skews historically older than our 
UK-sample. Examples of wishes with and without subjunctive mood are provided be-
low for children (26a/b) and adults (27a/b).  
 
 Child Wishes with and without Subjunctive 
(26a) David (4;9): I wish I were in a car.   (Hall: Hall & Tirre, 1979) 
(26b) Joey (4;9): Yes, I wish I was a spoon.    (Hall: Hall & Tirre, 1979) 
 
 Adult Wishes with and without Subjunctive 
(27a) Father: I wish it were but it’s not.                    (Clark, 1979) 
(27b) Adult:  I’ll tell you I wish it was.              (Hall: Hall & Tirre, 1979) 
 

 
Figure 2. Overview of syntactic and semantic properties of child and adult wish-
constructions. Count (total A-D = 465 for adults and 349 for children, E = 67 for 
adults and 63 for children) and Percentage (y-axis) of instances.  
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Part 2: Individual Development of Counterfactual Utterances 
 
To understand the developmental trajectory of individual children, we investigated 
the emergence of counterfactual wishes and conditionals in the output of the six chil-
dren we had enough longitudinal observations for. We investigated both the clarity of 
the counterfactual (whether there is evidence that indicates the expression is used 
counterfactually) and whether the child made any present-for-past tense mistakes. 
The individual development of each child is displayed in Figure 3.  
 
Are Counterfactual Wishes Produced before Counterfactual Conditionals?  
 
The age at which the 6 children started to use the wish-construction varied from 2;01 
(25 months) to 4;00 (48 months). The age of the first clear counterfactual wish usages 
fell within a later range between 2;10 (34 months) and 4;11 (59 months). For (both 
clear and unclear) counterfactual conditionals the onset range was 2;8 (32 months) – 
4;4 (52 months). Examples of children’s first counterfactual conditional constructions 
are provided in (28a/b). The onset of the first wish/conditional was often followed 
with subsequent usages of the constructions within as short period of time. Repeated 
uses of a new construction within a short period of time is considered to be a signal 
of productivity (Snyder, 2007; Stromswold, 1990). The first counterfactual wish with 
past temporal orientation was produced by Thomas at age 3 (29a) and the first coun-
terfactual conditional with past temporal orientation by Abe at age 3;8 (29b). Half the 
children produced their first past counterfactual construction before the age of 4. All 
past counterfactual usages are indicated on Appendix Figure S3.   
 
 First Counterfactual Conditionals 
(28a) Laura (2;8): If a really hole was in here,               (Braunwald, 1971) 
   then I would cry for new pants.                         
 
(28b) Mark (3;7): We could fly if we had wings            (MacWhinney, 1991) 

well, we don't so we can't, but I know one way how you can fly 
 
 First Past Counterfactuals 
(29a) Thomas (3):  Your wish you gotten on this train.      (Thomas: Lieven et al., 2009) 
 
(29b) Abe (3;8): no he would have smelled really bad if he died           (Kuczaj, 1977) 
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Figure 3. Counterfactual conditionals (green squares) and wishes (pink circles) for 
each child (y-axis) with age indicated in months on the x-axis. Filled shapes indi-
cate that the evidence for counterfactuality is clear, empty shapes indicates the ev-
idence is unclear. Struck-through wishes indicate they contained a tense error in 
the form of a present-for-past substitution. Grey line indicates recording span. See 
Appendix S3 shows which of these wishes were used with past temporal orientation. 

 
To quantify the average difference between the onset of wishes and conditionals for 
each child, we compared the onset per evidence category (unclear and clear) and cal-
culated the average values. This numerical comparison is displayed in Table 2. On 
average, children started producing counterfactual wishes before conditionals, 
though the difference is more prominent if we consider unclear counterfactuals (4.7 
months earlier) than if we compare the average onset of clearly counterfactual con-
structions (0.6 months earlier). However, there is a lot of individual variation in the 
presence and size of the gap between the onset of the two constructions. 4/6 children 
start using (unclear) counterfactual wish-constructions before they use conditional 
constructions (difference ranging from 6.6 – 13.6 months), Mark started using both 
constructions around the same time, and Ross was the only child who used counter-
factual conditional constructions before wishes. Comparing clear counterfactual 
wishes and conditionals, we find that only 2 children (Abe and Thomas) start using 
wishes before conditionals (difference 3.6 and 15.6 months). For Mark and Laura they 
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emerge around the same time, and for the last 2 children it seems that clear counter-
factual conditionals precede the onset of clear counterfactual wishes (for Adam by 6.4 
months, and for Ross by 5.2 months). 
 

Table 2. Overview of children’s age (in months) at time of first (clear) counterfac-
tual wishes and conditionals (cond.) 

Child Age 1st  
wish 

Age 1st  
cond. 

Age 1st  
cond - wish 

Age 1st  
clear wish 

Age 1st  
clear cond. 

Age 1st clear 
cond. - wish 

Abe 34.7 42.1 7.4 39.9 43.5 3.6  
Adam 41.5 52.4 10.9 58.8 52.4 -6.4  
Laura 25.8 32.4 6.6 34.6 32.4 -2.2  
Mark 44.6 42.8 -1.8 44.6 42.8 -1.8  
Ross 48.3 39.9 -8.4 48.3 43.1 -5.2  
Thomas 35.5 49.1 13.6 35.5 51.1 15.6  
Average 38.4 43.1 4.7 43.6 44.2 0.6  

 
Present-for-Past Errors 
 
We observed that most present-for-past tense errors occur in the early stages of the 
emerging wish-construction, regardless of the age the child started using the con-
struction. It should be noted again that we found present-for-past errors in both un-
clear (n= 13) and clear (n= 5) counterfactual wishes. Two children (the siblings Mark 
and Ross) never made a present-for-past substitution in their wishes, and two chil-
dren (Laura and Thomas) made multiple present-for-past substitutions when they 
started using the wish-construction, and then stopped making them before their first 
counterfactual conditionals emerged. This means that for 4/6 children, present-for-
past substitutions did not occur after the onset of the counterfactual conditional. 
Adam and Abe complicate this picture. Adam initially stopped making tense errors 
around 45 months (about 7 months before his first counterfactual conditional), but 
then slipped up at age 5;2 (62 months). Since this also marked the end of his recording 
period, it is unclear whether he made any more present-for-past substitutions after 
this occurrence. Abe is unique in making present-for-past substitutions when both his 
counterfactual wishes and conditionals are productive (at age 4;3, 51 months). 
 
Productive Tense Marking 
 
Lastly, we examined children’s overall productive past tense usage during the period 
where they made present-for-past errors in counterfactual constructions. We did this 
to investigate whether their present usage in counterfactual contexts is due to a 
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variable or inconsistent use of past tense marking in general. For each child, we rec-
orded the successful and unsuccessful instances of past tense marking in the context 
of the temporal adverb yesterday, and the period over which they exhibit overregular-
ization. This is displayed in Figure 4. For all children, we found indications of produc-
tive past tense usage (both from overregularization and past tense usage with yester-
day) outside counterfactual contexts during their error period. While Abe used pre-
sent inflection once in a yesterday utterance at the onset of his error period, he later 
correctly started using past tense in this environment. For Laura we found multiple 
present tense errors with yesterday before 28 months. This indicates that some of Abe’s 
and Laura’s earliest errors could be due to a general immature use of the past tense. 

 
Figure 4. Overview of children’s productivity with the past tense. Pink rectangles 
indicate the time span in which individual children (y-axis) produced wishes with 
tense errors. Each instance of a present-for-past error in wishes is displayed as a 
pink crossed circle. Within the error span, we plotted the tense of utterances with 
yesterday with blue circles (crossed means present tense was used). Blue lines 
within the error span indicate the time span over which we found instances of over-
regularization (e.g., “I putted”). Grey line indicates recording span. See Appendix 
S4 for corresponding numeric information in table format. 
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Discussion 
 
In this paper we examined the first language acquisition of counterfactual utterances, 
with our main focus on the development of children’s wishes. We conducted corpus 
research that consisted of two parts. First, we extracted all child and adult utterances 
containing the word wish from eligible corpora on CHILDES and coded for various 
syntactic and semantic variables. We provided a detailed overview of children’s wish-
constructions and compared the properties of wish-utterances produced by children 
and adults. Second, we took a closer look at the longitudinal linguistic development 
of 6 children and investigated the maturation of their counterfactual language, com-
paring their usage of counterfactual wishes and conditionals. With this research we 
addressed two questions related to form-to-meaning mapping. First, we asked 
whether children go through a stage where they map the counterfactual’s “fake” past 
morpheme to actual past temporal orientation, and consequently generate present 
tense inflected verbs in their own productions of present counterfactual construc-
tions. Second, we asked whether linguistically more transparent counterfactual con-
structions (wishes) are acquired before the more complex counterfactual conditional. 
The combined results of our corpus work show there are indeed children that go 
through a stage where they productively use present tense in the complement of 
counterfactual wishes, diverging from their adult input. We also found that the aver-
age age children start using wishes is 3;2 (onset ranging between 2;1 and 4;0), which 
is before the average onset of counterfactual conditionals around age 3;7 (range be-
tween age 2;8 and 4;4). These general findings are compatible with the view that lin-
guistic transparency plays a role in the acquisition of counterfactuality. However, the 
longitudinal data also illustrates that each child has a unique developmental trajec-
tory, which leads to differences in when individual children start speaking counter-
factually and which constructions they initially use. Below we discuss our questions 
and findings in more detail, as well as limitations to this work and suggestions for 
future research. 
 
Children’s Counterfactuals Contain Present-for-past Errors 
 
The first question addressed in this study was whether children go through a phase 
where they make tense-marking mistakes in the complement of counterfactuals. Ac-
quiring counterfactual utterances requires discovering that the past tense in its com-
plement/antecedent is “fake” and marks counterfactuality instead. This mapping be-
tween counterfactuality and the past tense morpheme is thought to require complex 
semantic operations (Iatridou, 2000; Karawani, 2014; Ritter & Wiltschko, 2014). Since 
children have to see through the “fakeness” of the past tense in order to learn this 
mapping, we hypothesized that children would productively form counterfactual 
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wishes that have a present tense (rather than past tense) marking on the embedded 
matrix verb, as this aligns with the temporal orientation of a present wish. Indeed, we 
found that children make a substantial amount of past tense errors (11% of total 
wishes), most of them between ages 2 and 4 (75.6%). We observed these errors both 
in wishes that were judged to have clear evidence for a true counterfactual usage, and 
in wishes that were less clearly adult-like for counterfactuality. The fact that we ob-
served present tense in clear counterfactual wishes, suggests children do not need the 
“fake past” to express counterfactual meaning. Instead, it’s possible they mapped 
counterfactual meaning directly to the verb wish. The fact that you can express coun-
terfactual meaning without relying on the “fake” past is consistent with cross-linguis-
tic typology for counterfactual constructions: there are languages that express coun-
terfactuality without making use of tense-marking, e.g., Mandarin Chinese (Jiang, 
2019; Yong, 2016). This is also consistent with the fact that we observed some past 
counterfactuals productions with only one layer of past marking (21/22).  
 
One could wonder whether the tense errors found in the complement of wish could 
be due to children not yet having acquired the past tense form in general. This seems 
unlikely, as children generally have productive past tense usage before age 3 (Brown, 
1973; de Villiers, 2000; Kuczaj, 1977). For example, Abe acquired past tense with a 90% 
success rate by age 2;9, right before his first counterfactual wishes occurred (Kuczaj, 
1977). For three children, we showed that they display clear signs of productive tense 
marking during the period in which they make tense marking errors in counterfactual 
constructions. They use past tense in utterances with yesterday and overregularize the 
past tense morpheme to irregular verbs, showing productive usage. Only for the 
youngest wish-producer, Laura, do we find some tense marking errors outside coun-
terfactual constructions, suggesting that her earliest errors (before 28 months) might 
be partially due to a general problem with applying past tense inflection. Another ex-
planation for present-for-past tense errors could be that children actually use a bare 
verb construction (rather than present tense) because they treat wish analogously to 
the semantically related desire verb want (which selects for a non-finite comple-
ment). Or they may be omitting the auxiliary verb would in future wishes, which is 
plausible as it is often pronounced in reduced form. However, from the 41 errors only 
15 (37%) are compatible with a bare verb/dropped would explanation, which suggests 
that this cannot be the sole reason for children’s past tense errors. Most tense errors 
in wishes are thus due to productive present tense marking, counter to the examples 
children receive in their input. 
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Children’s Start Producing Wishes before Conditionals 
 
The second aim of this corpus study was to find out whether counterfactual wishes 
are acquired before counterfactual conditionals. Since wish is a dedicated marker of 
counterfactuality in English when it associates with propositional content, we hypoth-
esized that counterfactual wishes would be easier to acquire than counterfactual con-
ditional constructions. Indeed, we found that children generally produced the wish-
construction either before or simultaneously with counterfactual conditionals. Coun-
terfactual wishes mostly seem to emerge between age 2 and 4, while counterfactual 
conditionals emerge between age 2.5 and 4.5. However, it should be noted that there 
is a wide range of variation between children and the presence and size of the gap 
between the onset of wishes and conditionals. Some children acquire wishes before 
conditionals with an onset gap ranging from half a year to a year, while other children 
start using both constructions around the same time. We also indicated the need to 
be cautious not to equate using the wish-construction with having the ability to reason 
counterfactually about the world. Indeed, children’s early wishes do not always seem 
adultlike. Especially children under age 3 seem to use the wish-construction to ex-
press direct desires (much like the verb want), and it is unclear whether they know 
wish can only be used when you believe this desire to be counterfactual. We start find-
ing clear indication of wishes with unequivocal counterfactuality (based on contex-
tual and lexical information) between age 2.5 and 5, and for counterfactual condition-
als this range is 2.5 to 4.5. While some children’s samples display a long gap between 
using clear counterfactual wishes and conditionals (ranging from 3-16 months), other 
children’s samples use clear counterfactual conditionals before wishes (difference 
ranging from 2 to 6 months). However, it should be noted that the distinction of 
“clear” versus “unclear” completely relied on the coder’s interpretation. As discussed 
before, the coding was done conservatively to reduce the chance of overinterpreting 
the counterfactuality of an utterance, which thus means we might be underestimating 
the counterfactuality of utterances we deemed “unclear”. If we take our findings at 
face value, however, they suggest that the wish-construction is generally acquired be-
fore or simultaneous with the counterfactual conditional. While it’s not clear whether 
children always use the construction in an adultlike way, at least some children also 
display this pattern in the onset of clear counterfactual wishes and conditionals. 
 
Crucially, it is unlikely that the difference we observe between the acquisition of 
counterfactual wishes and conditionals is solely due to the difference in causal struc-
ture (i.e., the if...then relationship in conditionals). While intuitively, conditionals are 
harder to process because they rely on linking two clauses with a causal relation, we 
actually find that most children start producing the non-counterfactual conditional 
structure (e.g., hypothetical future) before age 3 (Kuczaj & Daly, 1979; Reilly, 1982). 
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Since most children start producing wishes after age 3, the difficulty of the conditional 
structure itself is not holding them back from acquiring the counterfactual condi-
tional at that time. Another question that might arise is how accurate the ages of ac-
quisition are that we found for the different constructions. Since corpus data is sam-
pled and only includes a small proportion of the actual spoken input and output of 
the child, there is always the risk that we have missed earlier occurrences of either 
the wishes or conditionals. However, since the density of the used corpora was high 
(recording 1-5 times a month), the sample size of the observed constructions fairly 
similar (we observed 149 wishes and 104 conditionals) and the onset difference we 
observed quite large (6 to 12 months), we believe it to be unlikely that the onset dif-
ferences we observed are solely due to unequal sampling. 
 
Individual Variation 
 
The development of counterfactual language depends on an interplay of different fac-
tors, including the development of specific grammatical structures (e.g., the past 
tense, conditional constructions and embedding), the development of counterfactual 
reasoning (e.g., thinking about possibilities and keeping in mind conflicting infor-
mation), the transparency of different constructions and the consistency of children’s 
input. Each of these factors can influence the onset of counterfactual constructions 
in children’s speech, and individual variation between children is expected given 
these different forces that are at play. In this paper, we specifically focused on the 
role of linguistic transparency on the acquisition of counterfactuality, predicting that 
the complexity involved with acquiring the counterfactual’s “fake” past tense may 
lead to present-for-past errors in children’s early counterfactual productions, and that 
counterfactual wishes are easier to acquire than counterfactual conditionals. We 
found evidence supporting these ideas: from the six children we have longitudinal 
data for, four were found to make productive present-for-past errors and produce 
wishes before counterfactual conditionals. However, it is important to reflect on the 
fact that not all children did. In particular, the counterfactual development of the 
brothers Ross and Mark (MacWhinney, 1991) followed a strikingly similar trajectory 
to each other that was distinct from the developmental pattern we observed in the 
other children. Despite their age difference, both children started producing their 
first counterfactual constructions around age 3.5, both children almost immediately 
produced these counterfactual constructions in clear adult-like counterfactual situa-
tions, both children used counterfactual conditionals before or simultaneously with 
counterfactual wishes, and both children have not been found to make any present-
for-past errors. Perhaps, this similarity can be attributed to their shared genetic 
make-up and/or the fact that they grew up under similar circumstances, e.g., receiv-
ing a comparable amount and quality of speech input. But how come the brothers’ 
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counterfactual development differs from that of the other children in our sample? 
One possibility is, that Ross and Mark were somewhat precautious learners that only 
started using counterfactual constructions once they figured out the exact meaning 
and mapping (à la Snyder, 2007). Linguistic transparency may have played a role in 
their early counterfactual development behind the scenes, but any form-to-meaning 
mapping difficulties were resolved by the time they actually started using these con-
structions in their own speech. This could explain why the brothers started using 
counterfactual constructions fairly late compared to some other children, as well as 
why they immediately started using their counterfactual constructions with an appro-
priate use of the “fake” past tense in clear adult-like counterfactual contexts. Alterna-
tively, it could be that the brother’s input contained particularly salient examples of 
counterfactual constructions being used in counterfactual situations, facilitating the 
form-to-meaning mapping task from the beginning, or that cognitive factors were at 
play. Possibly, the brothers developed the cognitive ability to reason counterfactually 
after the linguistic mechanisms underlying counterfactual constructions were al-
ready in place, while other children developed counterfactual reasoning abilities be-
fore they fully acquired the linguistic structures supporting counterfactual language. 
In the next section we discuss the interplay between linguistic and cognitive complex-
ity in some more detail. 
  
Untangling Linguistic and Cognitive Complexity 
 
As discussed thoroughly in the introduction, the acquisition of counterfactuality re-
lies on both linguistic and cognitive development. On the one hand, children need to 
develop a concept of counterfactuality and the cognitive abilities to support counter-
factual reasoning. On the other hand, children need to acquire the linguistic struc-
tures that express counterfactuality in their language, and map counterfactual mean-
ing onto these linguistic expressions. Can we untangle the influence of cognitive com-
plexity and linguistic complexity in the acquisition of counterfactuality? In this study, 
we showed that children start producing present counterfactual wishes and condi-
tionals as early as age 2, which corresponds to early observations by Bowerman 
(1986). However, we also noted that children only start using these constructions in 
contextually salient counterfactual contexts around age 3, suggesting that these initial 
constructions might precede the concept of counterfactuality. At age 3, children also 
start producing counterfactual wishes and conditionals about the past, although their 
productions are not adult-like, lacking the past perfect construction.  
 
From corpus data alone, we cannot know whether children have acquired the ability 
to reason counterfactually at this age, but the way they use counterfactual construc-
tions spontaneously are suggestive that they do. Why then, do 3-year-old children 
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often fail counterfactual comprehension tasks? While comprehension research often 
reports that 4-year-olds, but not 3-year-olds have developed the ability to reason coun-
terfactually (Guajardo et al., 2009; Nyhout & Ganea, 2019; Riggs et al., 1998; Robinson 
& Beck, 2000), this type of research mostly considers past counterfactual conditionals. 
Is it possible, that children struggle with the past construction specifically, rather 
than counterfactual reasoning itself? Our results suggest they might, three-year-olds 
spontaneously use counterfactual constructions undoing past events, but not yet us-
ing a past perfect, e.g., “No he would have smelled really bad if he died”. In fact, we 
found the same pattern in adults, a phenomenon that has been extensively described 
by Crutchley (2004, 2013). Even adults, sometimes use a single past marker for coun-
terfactuals with past temporal orientation, instead of the double past marking, e.g., 
“If they took my wages into consideration, they would have let us buy next door even” 
(Crutchley, 2013, 15). In fact, the canonical ‘past counterfactual construction’ only ac-
counted for one third of the variety of structures adult speakers used to talk counter-
factually about the past (Crutchley, 2013, p. 456). This variability, in combination with 
the fact that past counterfactuals are a lot less common than present counterfactual 
constructions in spontaneous speech, does suggest the linguistic complexity of the 
past counterfactual construction could contribute to children’s difficulty understand-
ing these types of constructions. However, this idea requires future exploration.      
 
Bootstrapping of the “Fake” Past Tense 
 
When looking at the longitudinal data of six children we observed a noteworthy, yet 
unreliable pattern we will speculate about. For 4/6 children, present-for-past substi-
tutions did not occur after the onset of the counterfactual conditional. For half of 
them, this was simply because they were never observed making any present-for-past 
errors. This finding is compatible with a scenario where children first start to use the 
counterfactual wish-construction without having discovered the relation between the 
“fake” past and the expression of counterfactual meaning. Then, once children suc-
cessfully figure out this mapping, they cease using the present tense in wishes. Since 
they have now acquired the mapping between “fake” past and counterfactuality, they 
can start observing it in other environments, i.e., the counterfactual conditional, al-
lowing them to attribute counterfactual meaning to the conditional construction as 
well. In other words, it is possible that the dedicated wish-construction in English 
bootstraps the acquisition of the “fake” past, which in turn facilitates learning the 
counterfactual conditional. However, there are children (i.e., Abe and Adam) that do 
not follow this pattern. Abe starts using the counterfactual conditional before the end 
of his present-for-past error period. Notably, Abe also participated in a longitudinal 
study investigating the development of hypothetical conditionals (Kuczaj & Daly, 
1979), so this could have accelerated his acquisition of the counterfactual conditionals 
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compared to other children. For Adam, the recordings ended before we could deter-
mine whether his unexpected present-for-past error at age 5 was an unremarkable 
slip-up or a continuation of his error period. A fully analogous argument has been 
made for dedicated epistemic adverbs like maybe as potentially helping children learn 
the more complex variable-meaning modal verbs like may or must (i.e. auxiliaries 
with both epistemic and deontic (or other root modality) meanings). However, since 
we only had longitudinal data available for a small subset of children, we cannot draw 
any hard conclusions from this sample about the bootstrapping hypothesis. 
 
Considerations and Future Directions 
 
In this paper, we have investigated the acquisition of counterfactual constructions 
from a form-to-meaning mapping perspective and argued that the linguistic complex-
ity of the counterfactual constructions contributes to their relatively late acquisition. 
The thought that complexity of linguistic structures plays a role in the emergence of 
such structure in children’s speech is by no means original (Cournane, 2021; Reilly, 
1982). For example, Reilly summarizes the relationship between cognitive and lin-
guistic complexity as follows: “Language and cognition are independent yet interactive 
systems where cognition is basically responsible for the sequence of acquisition, but it’s the 
linguistic complexity of a structure that determines when that structure will appear in a 
child’s grammar.” (Reilly, 1982, p.xi). We view the process of acquiring counterfactual 
constructions in a similar way. In order to communicate counterfactuality, children 
need to have reached certain developmental milestones, including the abilities of 
holding multiple possibilities in mind (Leahy & Carey, 2019) and considering a false 
possibility temporarily true (Beck, McColgan, et al., 2011; Byrne, 2007). However, the 
onset of a linguistic construction also depends on various factors, including its lin-
guistic complexity. Specifically, we argue that constructions that are dedicated to ex-
pressing counterfactuality (propositional wishes in the case of English) should help 
children to detect these constructions in their input, and in the case of English, help 
discover the link between counterfactuality and the “fake” past tense.  
 
In the future, this hypothesis can be tested by doing comprehension studies investi-
gating children’s understanding of counterfactual wishes and conditionals, and by 
looking at other dedicated counterfactual constructions in other languages to com-
pare their acquisition onset with that of multi-purpose constructions. If having a ded-
icated counterfactual construction (such as the wish-construction) indeed facilitates 
the discovery of the mapping of counterfactual meaning to the “fake” past, we expect 
this pattern to hold for other languages as well. As mentioned before, the amount of 
data we extracted was relatively small, considering that we looked through all eligible 
corpora available on CHILDES. Since the natural occurrence of counterfactual 
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constructions is fairly uncommon, future research directly targeting questions about 
“fake” past-tense usage might want to consider an elicitation task to elicit counterfac-
tual speech, especially when working with languages that have relatively little (or no) 
corpus data available. 
 

Conclusion 
 
All in all, our findings are compatible with the view that counterfactual constructions 
are not only challenging because they require complex reasoning, but also because 
they involve complex form-to-meaning mapping. First, we showed that the counter-
factual’s “fake” past tense is a complex component of the English counterfactual con-
struction, and that present-for-past tense errors occur in children’s speech suggesting 
that children’s initial representation of counterfactual wishes does not always include 
the obligatory “fake” past marking. However, these non-adult-like productions ap-
pear in appropriate counterfactual contexts, suggesting that the “fake” past is not a 
necessary prerequisite for expressing counterfactuality. Second, we found evidence 
that children generally acquire the more transparent counterfactual wish-construc-
tion before counterfactual conditionals. Studies solely focusing on the acquisition of 
counterfactual conditionals might thus underestimate children’s ability to engage in 
counterfactual reasoning, confounding cognitive with linguistic complexity. How-
ever, these results are based on limited data and require larger consideration of the 
issue. Future research should investigate what role linguistic complexity plays in chil-
dren’s comprehension of counterfactual constructions, as well as how dedicated and 
undedicated counterfactual constructions are acquired in other languages. 
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Appendices 
 
S1: Overview of Used Corpora 
 
Table S1. Overview of all corpora used: corpus name, collection, children’s age range 
(in months), the number of children documented, the number of utterances and 
wishes found separated by children and adults, and corpus citation. Shaded rows in-
dicate corpora that did not include any wish-utterances from children. 

Corpus Collection 
Min 
Age 

Max 
Age N  

N Child  
Utterances  
(N wishes) 

N Adult  
Utterances 
(N wishes) Citation 

Belfast Eng-UK 24.1 54.2 11 25781 (1) 80899 (28) (Henry, 1995) 
Bliss Eng-NA 40.0 64.0 4 1302 (1) 1011 (0) (Bliss, 1988) 

Bloom Eng-NA 19.2 37.7 2 31970 (0) 36071 (NA) 
(Bloom et al., 
1974) 

Bohannon Eng-NA 36.0 36.0 3 4057 (0) 6737 (NA) 
(Bohannon & 
Marquis, 1977) 

Braunwald Eng-NA 15.0 84.5 1 53311 (30) 33970 (21) 
(Braunwald, 
1971) 

Brown Eng-NA 27.1 62.4 2 96747 (32) 86172 (32) (Brown, 1973) 
Clark Eng-NA 26.5 38.1 1 18185 (2) 24283 (9) (Clark, 1979) 
Compton- 
Pater Eng-NA 8.0 38.7 3 25169 (1) 0 (0) (Pater, 1997) 

Cruttenden Eng-UK 17.6 46.1 2 3061 (0) 0 (NA) 
(Cruttenden, 
1978) 
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Davis Eng-NA 6.4 36.1 6 97128 (3) 0 (0) 

(B. L. Davis & 
MacNeilage, 
1995) 

Davis-CDI Eng-NA 8.9 35.7 4 3763 (3) 0 (0) 
(Davis et al., 
2018) 

Demetras1 Eng-NA 24.9 47.9 1 6971 (1) 8293 (0) (Demetras, 1989) 

Demetras2 Eng-NA 26.5 33.8 1 9411 (3) 11119 (5) 
(Demetras et al., 
1986) 

EllisWeis-
mer 

Clinical-
MOR 30.0 66.0 13 71074 (11) 102876 (11) 

(Weismer et al., 
2013) 

ENNI 
Clinical-
MOR 48.4 119.8 1 29269 (1) 650 (0) 

(Schneider et al., 
2006) 

Evans Eng-NA 71.3 71.3 1 4787 (0) 10 (NA) (Evans, 1985) 
Fletcher Eng-UK 36.0 86.4 48 22073 (2) 26251 (0) (Johnson, 1986) 
Forrester Eng-UK 12.0 60.0 1 7536 (2) 8919 (3) (Forrester, 2002) 

Garvey Eng-NA 34.0 67.0 62 10338 (26) 9 (0) 
(Garvey & Hogan, 
1973) 

Gathercole Eng-NA 33.0 78.0 14 6724 (11) 2743 (1) 
(Gathercole, 
1986) 

Gelman Eng-NA 18.0 84.2 2 52281 (19) 126964 (32) 

(Gelman et al., 
1998, 2004, 2014; 
Jipson et al., 
2016) 

Gleason Eng-NA 26.5 62.3 22 20247 (3) 38880 (6) 
(Bellinger & 
Gleason, 1982) 

Goad Eng-NA 17.6 42.6 2 8853 (1) 0 (0) (Parsons, 2006) 
Gopnik Eng-NA 24.0 64.7 1 3754 (1) 6347 (0) (M. Gopnik, 1989) 
Haggerty Eng-NA 31.6 31.6 1 1739 (0) 0 (NA) (Haggerty, 1930) 

Hall Eng-NA 54.0 57.0 36 124924 (71) 107305 
(Hall & Tirre, 
1979) 

Hicks Eng-NA 61.0 95.0 21 8992 (0) 5248 (NA) (Hicks, 1991) 
Higginson Eng-NA 22.0 35.0 1 5953 (0) 9672 (NA) (Higginson, 1985) 

HSLLD Eng-NA 42.6 141.9 11 130124 (25) 172908 (75) 
(Dickinson & 
Tabors, 2001) 

Inkelas Eng-NA 6.3 45.9 1 1873 (0) 0 (NA) 
(Inkelas & Rose, 
2007) 

Kuczaj Eng-NA 28.8 60.4 1 32172 (25) 25622 (14) (Kuczaj, 1977) 

Lara Eng-UK 21.4 40.0 1 57639 (4) 99728 (14) 
(Rowland & 
Fletcher, 2006) 

Mac- 
Whinney Eng-NA 1.0 92.1 3 57675 (69) 63605 (17) 

(MacWhinney, 
1991) 

Manchester Eng-UK 20.7 36.3 13 249504 (5) 374198 (39) 
(Theakston et al., 
2001) 

Morisset Eng-NA 30.0 39.0 100 12964 (1) 19341 (0) 
(Morisset et al., 
1990) 
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MPI-EVA-
Manchester Eng-UK 24.0 37.1 2 253910 (14) 320710 (83) 

(Lieven et al., 
2009) 

Nelson Eng-NA 19.6 32.8 1 4552 (4) 1624 (1) (Nelson, 1989) 
New- 
England Eng-NA 13.5 33.0 24 12041 (0) 43667 (NA) 

(Ninio et al., 
1994) 

Newman 
Ratner Eng-NA 11.0 288.0 1 23268 (0) 164190 (NA) 

(Newman et al., 
2016) 

Paido- 
English Eng-NA 27.0 69.0 1 10169 (0) 0 (NA) 

(Edwards & 
Beckman, 2008) 

Penney Eng-NA 59.9 72.1 21 1491 (0) 944 (NA) (Judd, 2018) 
Peterson- 
McCabe Eng-NA 48.0 113.0 1 10361 (1) 7216 (0) 

(Peterson & 
McCabe, 1983) 

Post Eng-NA 22.7 32.2 1 16893 (0) 18755 (NA) 
(Demetras et al., 
1986) 

Providence Eng-NA 11.1 48.1 6 176132 (16) 283927 (109) 
(Demuth et al., 
2006) 

Sachs Eng-NA 15.0 57.1 1 17236 (0) 12222 (NA) 
(Sachs & Nelson, 
1983) 

Smith Eng-UK 26.1 45.4 1 5308 (0) 0 (NA) (Smith, 1973) 

Snow Eng-NA 29.6 45.1 1 13520 (2) 21033 (16) 
(MacWhinney & 
Snow, 1990) 

Sprott Eng-NA 33.0 61.0 27 4718 (2) 1606 (0) (Sprott, 1992) 
Suppes Eng-NA 23.5 39.7 1 33950 (1) 35172 (4) (Suppes, 1974) 

Thomas Eng-UK 24.4 59.7 2 218984 (58) 372363 (153) 
(Lieven et al., 
2009) 

Tom-
merdahl Eng-UK 29.0 45.0 1 12027 (2) 13879 (2) 

(Tommerdahl & 
Kilpatrick, 2014) 

Valian Eng-NA 21.7 32.8 1 15945 (1) 27715 (2) (Valian, 1991) 

VanHouten Eng-NA 28.0 43.4 26 4455 (1) 8736 (0) 
(Van Houten, 
1986) 

VanKleeck Eng-NA 37.0 48.0 20 6677 (0) 8756 (NA) 
(van Kleeck et al., 
1985) 

Warren Eng-NA 30.0 70.0 11 3563 (0) 5847 (NA) 
(Warren-
Leubecker, 1982) 

Weist Eng-NA 25.0 60.2 7 47577 (8) 65165 (12) 

(Weist & 
Zevenbergen, 
2008) 

Wells Eng-UK 17.7 60.8 31 57537 (14) 40756 (11) (Wells, 1981) 
Total NA 1.0 288.0 585 2247665 (478) 2934114 (771)  
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S2: Intercoder Reliability Values 
 
Table S2. Results from calculating overall accuracy (%), Gwet’s AC1 coefficient and 
Conger’s kappa statistic for each coded variable.  
 
Variable Test Value CI (95%) 
Main Subject Percent Agreement 0.94 (0.893,0.987) 

 AC1 0.94 (0.884,0.987) 

 Conger's Kappa 0.80 (0.64,0.951) 
Embedded Subject Percent Agreement 0.96 (0.921,0.999) 

 AC1 0.96 (0.913,0.999) 

 Conger's Kappa 0.94 (0.881,0.998) 
Subjunctivity Percent Agreement 0.96 (0.921,0.999) 

 AC1 0.95 (0.903,0.999) 

 Conger's Kappa 0.89 (0.784,0.997) 
Temporal Orientation Percent Agreement 0.88 (0.815,0.945) 

 AC1 0.87 (0.792,0.941) 

 Conger's Kappa 0.60 (0.403,0.797) 
 
Bare Error 

 
Percent Agreement 

 
0.93 

 
(0.879,0.981) 

 AC1 0.92 (0.871,0.982) 
 Conger's Kappa 0.28 (-0.034,0.6) 
Tense Error Percent Agreement 0.89 (0.828,0.952) 

 AC1 0.88 (0.807,0.95) 
 Conger's Kappa 0.61 (0.439,0.79) 
Evidence Counterfactuality 
(before discussion) Percent Agreement 0.61 (0.513,0.707) 
 AC1 0.52 (0.401,0.64) 

 Conger's Kappa 0.49 (0.358,0.612) 
Evidence Counterfactuality 
(after discussion) Percent Agreement 0.87 (0.803,0.937) 

 AC1 0.84 (0.757,0.922) 

 Conger's Kappa 0.83 (0.743,0.918) 
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S3: Supplement to Figure 3 

 
Figure S3. Counterfactual conditionals (green squares) and wishes (pink circles) for 
each child (y-axis) with age indicated in months on the x-axis. Filled shapes indicate 
that the evidence for counterfactuality is clear, empty shapes indicates the evidence 
is unclear. Struck-through (with cross) wishes indicate they contained a tense error 
in the form of a present-for-past substitution. Struck-through (with black dash) coun-
terfactuals were uttered with past temporal orientation, all others are present tem-
poral orientation. Grey line indicates recording span. 
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S4: Overview of Children’s Productivity with the Past Tense 
 
Table S4. Overview of Children’s Past Tense Productivity. For each child we recorded 
their age range (in months), total amount of utterances, total amount of produced 
present-for-past errors, age range while making errors, the proportion of correct past 
tense marking in the context of the temporal adverb yesterday (YD), total amount of  
past tense overregularization (OR) and age range of during which overregularized. 
 
Child Abe Adam Laura Mark Ross Thomas 

Corpus Kuczaj Brown Braunwald 
Mac- 

Whinney 
Mac- 

Whinney Thomas 
Min Age 28.8 27.1 15.0 5.5 16.4 24.4 
Max Age 60.4 62.4 84.5 69.3 92.1 59.7 
N Utterances 31958 46651 39750 20754 36379 218439 
N Errors 4.0 4.0 5.0 NA NA 5.0 
Error Min Age 34.7 41.5 25.9 NA NA 35.7 
Error Max Age 51.4 62.4 31.4 NA NA 42.1 
N Past with YD 13/14 3/3 2/6 NA NA NA 
YD Min Age 34.7 55.0 28.0 NA NA NA 
N OR 218.0 22.0 8.0 NA NA 22.0 
OR Min Age 34.7 42.3 26.2 NA NA 35.9 
OR Max Age 51.2 62.4 31.0 NA NA 42.1 
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